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Cryo-lmmunology: Surgical Approach and 
Thermal Regimen for Freezing the Elements 
of the Male Rabbit Reproductive System 
The destructive freezing of living tissue often stimulates the host animal to produce anti­
bodies against its own tissue. This phenomenon, the expression of an autoimmune 
process, is currently employed in this laboratory for exploring the antigenic properties 
of the male rabbit reproductive system. In this paper, the anatomic features of this 
reproductive system are briefly described. Details are offered of the surgical techniques 
used to approach these organs, and of the thermal regimes used in the destructive freezing 
of the target tissues. 

Introduction 

T, HE DESTRUCTION of some tissue in a living animal 
may elicit an immune response. This phenomenon is primarily 
related to the presence of antigenic substances in these tissues. 
When the destructive process occurs, these antigens are liberated 
from their natural, cellular location, and after entering the 
lymphatic or the blood circulation they meet some elements 
of the immune system of the host animal. A reaction is thus 
started whose result is the immune response, in the form either 
of circulating antibodies or of histologic changes, or of a com­
bination of both features. Since in this particular case the 
antigens which elicit the immune response are components of the 
host animal, they are called "autoantigens," and the immune 
response is correspondingly called an "autoimmune" response. 

The study of autoantigenic stimulation and autoimmune re­
sponse presents a matter of great theoretical and even practical 
interest. The male rabbit reproductive system offers several 
important advantages as an experimental model for these 
gtudies: 

1 This system is known to possess autoantigenic properties 
[1, 2]",1 and the damage of some of its components often stimu­
lates the host animal toward the production of such an immune 
response [3-5]. 

2 The anatomic components of this system are quite isolated, 
and some of them can be individually stimulated, provided that 
precise enough techniques are available. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, New York, N. Y., November 29-December 
3, 1970, of T H E AMERICAN SOCIETY OP MECHANICAL ENGINEEBS. 
Manuscript received by the Heat Transfer Division August 17, 
1970; revised manuscript received April 5, 1971. Paper No. 70-
WA/HT-17. 

3 The reproductive system is not a vital one, so tha t damage 
of its components will not endanger the life of the host animal 
so much as damage of the nervous system or of the kidney, for 
instance, would do. 

For the experimental production of tissue lesions, freezing 
techniques can be used with great advantages; the ice formation 
leads to intensive damage with cell disruption and necrosis but 
with very mild, if any, denaturation [6, 7]. 

In this paper, the surgical approaches used in the analysis of 
the antigenic properties of the male rabbit reproductive system 
will be briefly described. Details are offered of some of the freez­
ing schedules used for the Myostimulation of these organs. 

Materials and Methods 
Anatomic Considerations. In these studies, male adult New 

Zealand White rabbits were used. The reproductive system of 
this animal is composed, besides some minor elements, of four 
major intra-abdominal organs (seminal vesicle, coagulating gland, 
prostate gland, and bulbo-urethral gland) and two extra-ab­
dominal paired organs located in the scrotum (testis and epi­
didymis) (Fig. 1). 

According to the situation of these organs, two principal surgi­
cal approaches can be used to reach them: the abdominal and 
the inguinal. The abdominal approach is primarily used for the 
seminal vesicle and the coagulating gland (Fig. 2), although the 
testes and the epididymis can also be reached through it. The 
inguinal approach (Fig. 3) is specifically used in unilateral opera­
tions on the latter two organs. A third, perineal, approach for 
reaching the lowest of the abdominal organs, i.e., the bulbo­
urethral gland, is still under study. 

Cryosurgical Considerations. The goal of the cryosurgical process 
is the destruction of target tissue through physical changes in­
duced by the formation of ice crystals. Two mechanisms should 
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Fig. 1 Analomic elemenls of the reproductive system of the male do­
mestic rabbit; a,p. = ampullar portion of the vas deferens; b,u,g. = 
bulbo-urelhral gland; c,g. = coagulating gland; e,b, = body of Ihe 
epididymis; e.h. = head of the epididymis; e,t, = tail of the epididymis; 
p. = prostale gland; s.v. = seminal vesicle; I. = testis; v.d, = vas 
deferens; u. = urelhra; reprinled wilh permission of Cryogenics in Surgery 

be mentioned in regard to the destructive effect of freezing, 
According to some of their thermal characteristics, these are' 
called the "rapid cooling-slow rewarming" and the "slow cooling" 
mechanisms [8], 

The sequence of events known as rapid cooling-slow rewarming 
occurs when an initial thermal descent of more than 100 deg 0 is 
produced in the target tissue in the first minute of the cooling 
phase. In this condition, in addition to the extracellular ice 
formation, which is the general feature observed in every tissue 
freezing, intracellular ice forll'mtion also occurs, The intra­
cellular, very small-sized crystals grow, if the rewarming of the 
tissues proceeds at low enough rates, to much larger size, in a 
process called "granular" or "migratory" recrystallization, 
These new crystals damage the intracellular structures me­
chanically, before melting, and thus produce cellular death [9], 

When the thermal descent in the target tissue occurs at rates 
lower than 100 deg C in the first minute, only extracellular ice 
crystals are produced, This is followed by a shift of water from 
the intracellular compartment to the interstitial space, The 
solution remaining in the interior ofihe cell becomes more and 
more concentrated, and acquires a pH value widely different 
from the normal one, and this induces irreversible damage to the 
vital cell structures, 

Since thermal descents of more than 100 deg C in the first 
minute can be induced only in the tissue zone very close to the 
thermal sink (even when operating with liquid-nitrogen-fed 
devices), it is assumed that the tissue damage produced during 
cryosurgery is related to the slow cooling mechanism, 

It has been observed that the most effective damaging tem­
peratures lie between - 5 and - 50 deg 0, The - 5 deg 0 level 
corresponds to the point at which ice formation, and therefore 
the first damaging event, occurs in the tissues, The - 50 deg 0 
limit for the freezing damage should be related to the physical 
changes which occur below the eutectic temperature, 

Freezing TeChniques and Conlrol of the Thermal Changes, In the 
freezing experiments performed in this laboratory, a CE-2 Linde 
cryosurgical unit and cryoprobes of various types connected to it 
were used, The cryounit was operated with liquid nitrogen and 
permitted one to set temperatures in a range of 37 to -196 deg 0 
for the desired time intervals [10], The cryoprobe used most 
often was the straight round-tipped one, called the PR-2 pl'obe, 
whose shaft has a diameter of 4,72 mm, The tip of the probe 
was firmly applied to the tissue by a. support rack; its tip con­
stituted the heat sink in the thermal experiment, 
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Fig. 2 Abdominal approach to some of the male rabbit accessory r •. 
productive organs; the bladder (b.) is displaced from the abdominal cav. 
ity; the seminal vesicle is grasped with a forceps; immediately below, Ihe 
coagulating gland (c,g,) is seen; r, = rectum 

Fig. 3 Inguinal approach to the rabbit testis and epididymis; the I.H 
inguinal canal is open and its walls are grasped with forc eps; Ihe Spll' 

matic cord and the superior pole 01 the testis are visibl e in the cavity 

In former cl'yo-immunologic trials performed in this laboratory, 
the freezing technique consisted of rapid cooling of the tiHsnes to 
the lowest desired temperature and allowing a gradualrcwal'ming 
by setting the cryounit at progressively higher levels IInW the 
body temperature was regained, Freezing schedules based on 
this technique produced rather diffuse changes with ill_defined 
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Fig.4 Temperature gradients from 0 to 8 mm from the wall of the probe
(corresponding to the coordinate axis), at 3, 6, 9, and 12 min when cooling
living rabbit muscle with the PR-2 cryoprobe at -180 deg C

2S'C

-2S'C

-SO'C

-7S'C

2 6

3min
6
9

12 ".

Bmm

Fig.6 Median section of the cryolesion produced on living rabbit musclo
under the condition mentioned in Fig. 5; tho animol was injected with a 2
percent Evans blue solution intravenously, in order to facilitc:te the
visualization of the lesion; in the core of the lesion, a massive xone of ne.
crosis is seen (pale zone); this xone is delimited by a ring of deeply
stained but not necrotic tissue; ane division on the scale = 10 mm

on which the freezing schedules presently used in this laboratory
are based, consists of setting particular temperatures in the
cryounit which are empirically known to expand and stabilize
the freezing front at specific distances around the heat sink.
When the period of time necessary to injure the target tissue has
elapsed, the cryogenic unit is turned off, or it may be set at a lower
temperature in order to expand the freezing injury to another
point. The rewarming phase is considered a noncritical one in
the production of the cryoinjury, and therefore is allowed to
proceed spontaneously from the heat flow of the surrounding
tissues, once the cryogenic unit is turned off.

The freezing schedule based on this technique that is used
most often is a combination of two 4-min freezing periods, the
first one at - 40 and the second one at - 80 deg C. When the
PR-2 probe is used, the freezing boundary is successively moved
to 2.0 and 3.5 mm from the wall of the probe. Intensive and
sharply delimited damage is produced in the treated area which
reaches a final diameter of 11.7 mm including that of the probe.
This schedule, called schedule No.2, is initiated by a brief period
of intensive cooling (1/2 min at -160 deg C) with the purpose of
obtaining a firm mechanical attachment of the tip of the probe
to the target area. For practical purposes it is abbreviated as:
(-160/0.5) + (-40/4.0) + (-80/4.0). Since the expansion
of the frozen zone is predetermined, no monitoring of the thermal
changes is necessary.

Results
Fig. 5 Displacement of the freezing bounda,'y (- 5 deg C isotherm) from
the wall of the cryoprobe (represented by the coordinate axis) when cool­
ing living rabbit muscle with the (-160/0.5) + (-40/4.0) + (-80/4.0)
schedule, using the PR·2 cryoprobe; reprinted with permission of Cryo­
biology

limits in the target tissue and histologic damage of changing
intensity. Despite the continuous monitoring of the temperature
during freezing by thermocouples placed around the target area,
dftluage in the neighboring organs was produced and death of the
animals often occurred.

After the experimental studies of the temperature changes in­
duced in the tissues by different cooling regimes, this technique
Was replaced by another one of much simpler features. This one,

Journal of Heat Transfer

Fig. 4 shows temperature gradients in th~ target tissue at
several moments during a cooling procedure. The thermal data
(means of three similar experiments) used for drawing the curves
were obtained from thermocouples placed at 2, 4, 6, and 8 mm
from the wall of the probe.

Fig. 5 shows the displacement of the freezing boundary in the
target tissue, when freezing living rabbit muscle with PR-2 and
schedule (-160/0.5) + (-40/4.0) + (- 80/4.0).

Fig. 6 shows the actual cryolesion produced in living rabbit
muscle 'which was frozen as explained above. The diameter of the
necrotic zone corresponds actually to that one of 11.7 mm men­
tioned in the section on Freezing Techniques and Control of
the Therm.al Changes and gives a total volume of killed tissue of
about 0.5 cm'.
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Preservation of Blood Components at Cryogenic Temperatures1 

Dr. Arthur W. Rowe 

New York Blood Center, New York, N. Y. 

Abstract 

The application of cryogenic technology to medical problems has resulted in the de­
velopment of methods for freeze-preserving two of the cellular components of Mood. Cryo-
preservation of different cell types, e.g., nucleated leukocytes and non-nucleated erythro­
cytes, cannot be achieved successfully unless techniques designed to prevent cellular damage 
induced by freezing are used. Unprotected cells can, depending upon the rate of freezing, 
be damaged in a variety of ways, principally through dehydration, solute effects, and ice-
crystal formation. When cryoprotective compounds, such as glycerol, DMSO, etc. are 
used and the cooling rate is controlled, cell damage can be circumvented, however. A 
slow cooling rate with an intracellular additive has been found better for preserving nu­
cleated white blood cells, whereas very rapid freezing techniques have in general proven 
more successful for preserving non-nucleated red blood cells for transfusion. Ultra-rapid 
freezing of blood in the form of droplets is a useful means of preserving red cells for blood-
group studies. Storage and prolonged preservation of biological specimens have been more 
successful at cryogenic temperatures (e.g., —196 deg C) than at higher storage temperatures 
(e.g.,-85degC). 

1 This work was supported by research grants from the National Heart and Lung Institute, 
NIH, HE-09011, and Union Carbide Corp. 

Contributed by the Heat Transfer Division and presented at the Winter Annual Meeting, New 
York, N. Y., November 29-December 3, 1970, of THE AMEBICAN SOCIETY OF MECHANICAL ENGI­
NEERS. Manuscript received by the Heat Transfer Division August 17, 1970; revised manuscript 
received April 5, 1971. Paper No. 70-WA/HT-20. A partial reproduction of the complete paper 
70-WA/HT-20, the abstract of which appears here, may be found in Mechanical Engineering, 
Vol. 93, No. 5, May 1971, pp. 37-42. 
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A Probe Technique for Determining 
the Thermal Conductivity of Tissue 
A small needle-like probe has been developed for the determination of the thermal con­
ductivity of either in-vitro or in-vivo tissue. This probe consists of a copper cylinder 
having a diameter of 1.5 mm and a length of 22.5 mm. Constantan and copper leads 
are attached to the center and top of the cylinder, respectively, and as a consequence the 
probe acts as a thermocouple. The distinguishing characteristic of this probe is that 
when it is suddenly embedded into a medium at a different temperature, the dura­
tion of its temperature-time response is such that it can be related to the thermal proper­
ties of the medium. This is accomplished by a match with an analytically determined re­
sponse curve which accounts for metabolic heat generation, blood flow, and conductive 
effects. By nondimensionalizing the governing equations for the probe-tissue system, 
three nondimensional groups for time, temperature, and blood flow emerge. The results 
of a parametric study of these effects are presented in tabular form. Initially, the probe 
technique was used to determine the thermal conductivity of a 1 percent agar-water mix­
ture and the results were within 5 percent of water. Subsequently, experimental ther­
mal-conductivity data were obtained on the following in-vitro human organs: liver, 
kidney, heart, spleen, whole brain, brain gray matter, and brain white matter. In 
addition, density, specific-heat, and water-content measurements were also obtained on 
these organs. In-vivo conductivity data have recently been obtained for canine liver 
with and without blood flow. These data indicate that the in-vivo value without blood 
flow is approximately the same as the in-vitro value after the organ had been removed 
and refrigerated for 24 hr. Blood flow, if not considered, resulted in apparent conduc­
tivities which were 15 to 25 percent higher than that of the tissue. 

Introduction 

IN GENERAL, a biological medium, in-vivo tissue, 
contains metabolic heat generation and heat addition or removal 
by the blood supply due to tissue vascularity. Consequently, the 
prediction of steady-state and transient temperature fields and 
heat flows requires not only a knowledge of these parameters but 
also a knowledge of the thermal properties of the medium itself, 
namely, the thermal conductivity (k) or the thermal diffusivity 
(K = k/pc), where p is the density and c the heat capacity. Due 
to both the in-vivo condition and the nature of biological matter, 
even in its in-vitro state, thermal-property determinations of 
tissue are generally not made using the classical techniques which 
tee satisfactory for common materials. However, a thermal-
conductivity cell apparatus which resembled the hot-plate ap­
proach was used by Ponder [ l ] 1 and Poppendiek [2] in their 
thermal-property measurements. 

1 Numbers in brackets designate References at end of paper. 
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Various types of probing techniques have been developed for 
obtaining thermal properties of biological materials. One tech­
nique involves measuring the temperature field induced in the 
media by the probe and then deducing the properties of the me­
dium by matching the field data with the appropriate governing 
equation [3]. Other techniques require either measuring both 
the probe surface temperature and the temperature at a point in 
the field, or controlling the probe heat flux and using these mea­
surements to ultimately deduce the properties [4, 5]. The ther­
mal-inertia method, which yields the group kpc, has been used [6] 
for determining the properties of in-vivo intact human skin. 

Previous experiences [3, 7] with the field-matching technique 
have shown it to be somewhat error-prone in tha t the relative 
positioning of the field thermocouples becomes critical. This is 
due to the fact that biological tissue has a relatively low thermal 
diffusivity (as that of water), and the size of the tissue specimen 
is on the order of several millimeters; thus the thermocouples 
must be positioned close to the probe if a transient field is to be 
obtained in a reasonable length of time. In addition, the data 
analysis and analytical field computations, which must be carried 
out parametrically for a range of property values and then 
matched to the data, are time-consuming and costly. 

Consequently, a probe which can be easily inserted or implanted 
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Introduction 

A Probe Technique for Determining 
the Thermal Conductivity of Tissue 
A small needle-like probe has been developed for the determination of the thermal con­
ductivity of either in-vitro or in-vivo tissue. This probe consists of a copper cylinder 
having a diameter of 1.5 mm and a length of 22.5 mm. Constantan and copper leads 
are attached to the center and top of the cylinder, respectively, and as a consequence the 
probe acts as a thermocouple. The distinguishing characteristic of this probe is that 
when it is suddenly embedded into a medium at a different temperature, the dura­
tion of its temperature-time response is such that it can be related to the thermal proper­
ties of the medium. This is accomplished by a match with an analytically determined re­
sponse curve which accounts for metabolic heat generation, blood flow, and conductive 
effects. By nondimensionalizing the governing equations for the probe-tissue system, 
three nondimensional groups for time, temperature, and blood flow emerge. The results 
of a parametric study of these effects are presented in tabular form. Initially, the probe 
technique was used to determine the thermal conductivity of a 1 percent agar-water mix­
ture and the results were within 5 percent of water. Subsequently, experimental ther­
mal-conductivity data were obtained on the following in-vitro human organs: liver, 
kidney, heart, spleen, whole brain, brain gray malter, and brain white malter. In 
addition, density, specific-heat, and water-content measurements were also obtained on 
these organs. In-vivo conductivity data have recently been obtained for canine liver 
with and without blood flow. These data indicate that the in-vivo value without blood 
flow is approximately the same as the in-vitro value after the organ had been removed 
and refrigerated for 24 hr. Blood flow, if not considered, resulted in apparent conduc­
tivities which were 15 to 25 percent higher than that of the tissue. 

IN GENERAL, a biological medium, in-vivo tissue, 
contains metabolic heat generation and heat addition or removal 
by the blood supply due to tissue vascularity. Consequently, the 
prediction of steady-state and transient temperature fields and 
heat flows requires not only a knowledge of these parameters but 
also a knowledge of the thermal properties of the medium itself, 
namely, the thermal conductivity (k) or the thermal diffusivity 
(K = Ie/pc), where p is the density and c the heat capacity. Due 
to both the in-vivo condition and the nature of biological matter, 
even in its in-vitro state, thermal-property determinations of 
tissue are generally not made using the classical techniques which 
are satisfactory for common materials. However, a thermal­
conductivity cell apparatus which resembled the hot-plate ap­
proach was used by Ponder [1]1 and Poppendiek [2] in their 
thermn,l-property measurements. 

Various types of probing techniques have been developed for 
obtaining thermal properties of biological materials. One tech­
nique involves measuring the temperature field induced in the 
media by the probe and then deducing the properties of the me­
dium by IIlatching the field data with the appropriate governing 
equation [3]. Other techniques require either measuring both 
the probe surface temperature and the temperature at a point in 
the field, or controlling the probe heat flux and using these mea­
surements to ultimately deduce the properties [4, 5]. The ther­
mal-inertia method, which yields the group lepc, has been used [5] 
for determining the properties of in-vivo intact human skin. 

Previous experiences [3, 7] with the field-matching technique 
have shown it to be somewhat error-prone in that the relative 
positioning of the field therlIlOcouples becomes critical. This is 
due to the fact that biological tissue has a relatively low thermal 
diffusivity (as that of water), and the size of the tissue specimen 
is on the order of several millimeters; thus the thermocouples 
must be positioned close to the probe if a transient field is to be 
obtained in a reasonable length of time. In addition, the data 
analysis and analytical field computations, which must be carried 
out parametrically for a range of property values and then 
matched to the data, are time-consuming and costly. 
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Fig. I Needle-probe assembly 

in a biological medium and not require additional thermocouples 
in the medium would be ideally suited for thermal-property mea­
surements. A spherical probing technique, in which a tem­
perature difference is maintained between the probe surface 
and a thermocouple in the field, was developed and used by 
Grayson [4J. This technique was sophisticated by Chato [5J 
and applied in an in-vitro situation. Both probes require initial 
calibration with materials of known properties. Additional 
circuitry is required for heating and accurately controlling the 
probe surface temperature. 

The so-called "needle probe" was developed for the determina­
tion of both in-vivo and in-vitro tissue thermal properties (Fig. 1). 
In essence, this probe is a needle-like copper cylinder which acts 
as a thermocouple when a junction with a constantan wire is 
created at its center. The probe, which has an initial tempera­
ture different than the tissue's, can be easily and rapidly inserted 
into the tissue. The thermal properties of the medium can be 
deduced by studying the resulting probe temperature-time re­
sponse. The distinguishing characteristic of the needle probe is 
that it has a response time which is quite large compared to the 
response time of a typical thermocouple. It is this lengthy 
response time which forms the basis of the thermal-property 

determination. A discussion of the theory and application 
of this probing technique follows. 

Theoretical Model 
In-vivo tissue, unlike other media, has blood continuously flow_ 

ing through it as well as internal heat generation due to metabo_ 
lism. Perl [8-10] has suggested that the energy equation take 
the form 

when applied to biological systems. 
The effect of blood flow is accounted for by the term rhbcb(Tb _ 

T) in equation (1). Tb is the temperature of the blood as it 
enters a small region of tissue and T is the temperature as 
it leaves the region. Equating the exiting blood tempera_ 
tUre to the temperature of the tissue in the region is equiva_ 
lent to assuming that heat is exchanged between the tissue 
and the blood with 100 percent efficiency. This assumption 
seems reasonable when one considers the micron distances in­
volved in the capillaries and the small blood flow velocities on this 
level. Tb will, in general, have a value that is between the sys­
temic arterial blood temperature and the local tissue temperature. 
As such, it may be a function of both position and time. To ob­
tain analytical solutions, however, Tb is generally treated as a 
constant. Similarly, rhb may also be a function of temperature,' 
time, and position. It, too, is generally treated as a constant, 
which may be taken to be the average blood flow rate over a cer­
tain temperature range. The assumptions of constant Tb and 
rhb cause the blood flow term to behave as a volumetric heat 
source (or sink) which is directly proportional to temperature. 

The effect of metabolism on energy transport through tissue 
appears as a term Sm in equation (1). It, also, may be a function 
of temperature, time, and position. Again, however, to facilit.ate 
analysis it is treated as a constant. 

Equation (1) is the general equation that is used to describe the 
temperature change induced in a biological tissue as a result of 
suddenly embedding the needle probe in the tissue. In order to 
obtain an analytical solution to the problem, the following as­
sumptions are made: The probe is at a uniform temperature 
Tpo different than the initial tissue temperature '1'0' The probe 
is infinite in extent in the axial direction. The tissue is ho­
mogeneous and infinite in extent. There is no contact resistance 
between the probe and the tissue. The probe is a perfect con­
ductor of heat since it has a small diameter and is made from 
high-thermal-conductivity material. All properties are constant. 
'Pb is equal to the systemic arterial blood temperature. Sm is 
constant. 

When cylindrical coordinates are introduced and the above as­
sumptions invoked, equation (1) takes the form 

k 0(1' aT/or) +. (T T) + S - fflbCb b - m 
j' or 

aT 
PC­at 

(3) 

---Nomenclature----------------------------
A 

C 

c' 

k 

probe surface area, cm2 

specific heat of tissue, cal/gm-deg 
C 

specific heat of probe, cal/gm-deg 
C 

specific heat of blood, cal/gm-deg 
C 

thermal conductivity, call em-deg 
Cosec 

thermal diffusivity, cm2/sec 

blood mass flow rate, gm/ce-sec 

radial position in field, em 
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probe radius, cm 
nondimensional radius (j'/1'o) 
metabolic heat-generation rate, 

cal/cc-sec 
time, sec 
temperature of tissue, deg C 
temperature of blood, deg C 
temperature of tissue far from 

probe, deg C 
temperature of probe, deg C 
initial probe temperature, deg C 
dummy variable of integration 
probe volume, cm3 

p density of tissue, gm/cc 

p' probe density, gm/ cc 
ratio of volume heat capaeities 

(2pc/ p' c'), non dimensional 

{3 = blood flow parameter 
(rhbCbl'02/k), nondimensional 

T = Fourier number (/Ct/1'02), nandi-

o 
mensional 

nondimensional tissue tempera­
ture (T - To)/(Tpo - To) 

nondimensional probe temperature 
(Tp - To)/(Tpo - To) 
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Table 1 Probe temperature (Op) versus time (T) and blood flow (I'J) for 
volumetric heat capacity (a) equal to 2.0 

~ a 0.00 0.05 0.10 0.15 0.20 0.25 

0.0 1. 0000 1.0000 1. 0000 1.0000 1. 0000 1 :0000 
0.1 0.5137 0.5131 0.5125 0.5119 0.5112 0.5105 

0.2 0.4010 0.3998 0.3987 0.3974 0.3962 0.3949 

0.3 0.3352 0.3335 0.3318 0.3301 0.3283 .0.3264 

0.4 0.2902 0.2881 0.2859 0.2837 0.2814 0.2792 

0.5 0.2569 0.2544 0.2517 0.2491 0.2465 0.2438 

0.6 0.2311 0.2281 0.2251 0.2214 0.2191 0.2162 

0.7 0.2103 0.2069 0.2036 0.2003 0.1970 0.1937 

0.8 0.1931 0.1894 0.1858 0.1822 0.1787 0.1751 

0.9 0.1786 0.1747 0.1708 0.1669 0.1632 0.1594 

1.0 0.1662 0.1620 0.1579 0.1538 0.1498 0.1459 

1.1 0.1556 0.1511 0.1467 0.1425 O. B83 0.1342 

1.2 0.1462 0.1415 0.1369 0.1325 0.1282 0.1239 

1.3 0.1379 0.1330 0.1283 0.1237 0.1192 0.1148 

1.4 0.1306 0.1255 0.1205 0.1158 0.1112 0.1067 

1.5 0.1240 0.1187 0.1136 0.1087 0.1040 0.0995 

1.6 0.1181 0.1126 0.1073 0.1024 0.0976 0.0930 

1.7 0.1127 0.1070 0.1017 0.0966 0.0917 0.0870 

1.8 0.1078 0.1019 0.0965 0.0913 0.0864 0.0817 

1.9 0. 1033 0.0973 0.0917 0.0865 0.0815 0.0767 

2.0 0.0991 0.0931 0.0874 0.0820 0.0770 0.0722 

3.0 0.0709 0.0639 0.0576 0.0519 0.0467 0.0421 

4.0 0.0552 0.0476 0.0411 0.0355 0.0305 0.0264 

5.0 0.0452 0.0373 0.0308 0.0256 0.0210 0.Q174 

6.0 0.0383 0.0302 0.0238 0.0188 0.0149 0.0117 

7.0 0.0332 0.0250 0.0189 0.0142 0.0107 0.0081 

8.0 0.0293 0.0211 0.0152 0 .. 0109 0.0079 0.0057 
9.0 0.0263" o.ollio· 0.0124 0.0085 0.0058 0.0040 

with boundary conditions 

at l' = ro 

dT aT 
p'c'V ~ = kA . at r 

dt or 

T --+ To 

and initial conditions 

T To 

as r ---+ co 

at t = 0 

at t = 0 

0.50 1.00 

1. 0000 1.0000 
0.5010 0.4098 
0.3829 0.2945 
0.3123 0.2270 
0.2632 0.1811 

0.2264 0.1475 
0.1975 0.1220 
0.1741 0.1020 
0.1547 0.0859 
0.1383 0.0729 

0.1243 0.0622 
0.1123 0.0533 
0.1018 0:0458 
0.0925 0.0395 
0.0844 0.0342 

0.0771 0.0297 
0.0706 0.0258 
0.0648 0.0225 
0.0596 0.0196 
0.0549 0.0171 

0.0506 0.0150 
0.0239 0.0042 
0.0120 0.0013 
0.0063 0.0004 

0.0034 0.0001 
0.0019 0.00004 
0.0010 0.00001 
0.0006 0.000004 

ro 

Equation (2) and its boundary and initial conditions may be 
cast in nondimensional form by introducing the following set of 
quan tities: 

e = 
Tp - To 

0 
T - To 

T +~ 
r 

p 
Tpo To' To' 

To b .' R , 
- Tpo - mbcb ro 

(3= 
mbcbr02 2pc Kt k , a = 

p'c" 
'T = -, K 

k r02 pc 

When these quantities are substituted in equation (2), it takes 
the form 

~ o(R oO/oR) _ {30 
R oR 

(3) 

with boundary conditions 

o = Op at R = 1 

dOp 00 
a at R= 1 

d7 oR 

0--+0 as R--+co 

and initial conditions 

Op = 1 at 7 = 0 

0=0 at 7 = 0 

With the differential equation cast in the form of equation (3), 
it is seen that blood flow enters into the equation as a nondimen-
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Table 2 Probe temperature (Op) versus time (T) and blood flow (I'J) for 
volumetric heat capacity (a) equal to 2.1 

T S 0.00 0.05 0.10 0.15 0.20 0.25 0.50 1.00 

0.0 1.0000 1. 0000 1.0000 1.0000 1. 0000 1. 0000 1. 0000 1. 0000 
0.1 0.5000 0.4994 0.4988 0.4982 0.4975 0.4968 0.4889 0.4099 

0.2 0.3875 0.3863 0.3851 0.3839 0.3827 0.3814 0.3710 0.2937 

0.3 0.3225 0.3208 0.3191 0.3174 0.3157 0.3139 0.3012 0.2260 

0.4 0.2784 0.2763 0.2741. 0.2719 0.2697 0.2675 0.2531 0.1801 

0.5 0.2459 0.2434 0.2408 0.2382 0.2357 0.2331 0.2171 0.1467 

0.6 0.2208 0.2178 0.2149 0.2120 0.2091 0.2062 0.1890 0.1213 

0.7 0.2006 0.1973 0.1941 0.1909 0.1877 0.1845 0.1663 0.1013 
0.8 0.1840 0.1804 0.1769 0.1734 0.1699 0.1665 0.1475 0.0854 

0.9 0.1701 0.1662 0.1624 0.1586 0.1550 0.1513 0.1318 0.0725 

1.0 0.1582 0.1541 0.1500 0.1461 0.1422 0.1384 0.1183 0.0618 
1.1 0.1480 0.1436 0.1393 0.1352 0.1311 0.1272 0.1067 0.0530 

1.2 0.1390 0.1344 0.1299 0.1256 0.1214 0.1173 0.0966 0.0456 

1.3 0.1311 0.1263 0.1216 0.1172 0.1128 0.1086 0.0878 0.0394 

1.4 0.1240 0.1190 0.1142 0.1096 0.1052 0.1009 0.0800 0.0341 

1.5 0.1177 0.1126 0.HJ76 0.1029 0.0984 0.0940 0.0731 0.0296 

1.6 0.1120 0.1067 0.1016 0.0968 0.0922 0.0878 0.0669 0.0257 

1.7 0.1069 0.1014 0.0962 0.0913 0.0866 0.0821 0.0614 0.0224 

1.8 0.1022 0.0966 0 .. 0913 0.0862 0.0815 0.0770 0.0564 0.0196 

1.9 0.0979 0.0922 0.0868 0.0817 0.0769 0.0723 0.0519 0.0171 

2.0 0.0940 0.0881 0.0826 0.0775 0.0726 0.0681 0.0478 0.0149 
3.0 0.0672 0.0604 0.0543 0.0489 0.0440 0.0395 0.0225 0.0042 

4.0 0.0523 0.0450 0.0388 0.0334 0.0288 0.0248 0.0113 0.0013 

5.0 0.0429 0.0353 0.0291 0.0239 0.0197 0.0162 0.0059 0.0004 

6.0 0.0363 0.0286 0.0225 0.0177 0.0139 0.0110 0.0032 0.0001 

7.0 0.0315 0.0236 0.0178 0.0134 0.0100 0.0076 0.0017 0.00004 

8.0 0.0278 0.0199 0.0143 0.0103 0.0074 0.0053 0.0009 0.00001 

9.0 .0.0249 O.om 0..0116 0.0080 0.0055 0.0037 0.0005 0.000004 

sional blood flow parameter {3. It is interesting to note that {3 
has a geometry factor contained in it, 1'02, and as such is strongly 
dependent on the size of the probe. This suggests that the blood 
flow term will influence the response rate of a large probe to a 
much greater extent than a small probe. This has important de­
sign implications depending on whether one wishes to experience 
a large blood flow effect or to make this effect negligible. Physi­
cally (3 may be interpreted as a ratio of convective effects due to 
blood flow, mbcbrO, and conductive effects, k/ro. 

It should also be noted that 8", does not appear explicitly ill 
equation (3) but has been accounted for by adjusting the reference 
temperature from Tb to To through the relationship To = Tb + 
8",/mbcb' 

The solution to equation (3), with the· appropriate boundary 
and initial conditions, is obtained using the standard Laplace 
transformation technique. The details of the solution may be 
found in reference [11]. It is found that the nondimensional 
probe temperature is given by 

0=-- --
4ae-1h f'" e-Tu'du 

P 71"2 0 uA(u) 
(4) 

where 

A(u) = I (u + (3/u)Jo(u) - aJ,(u)I' 

+ I (u + (3/U)Yo(1t) - ay,(u)l' 

and J o, J" Yo, y, are Bessel functions and u is a dummy variable 
of integration. 

Equation (4) gives the probe temperature, in nondimensional 
form, as a function of the nondimensional physical parameters of 
the system (a, (3, 7). It is not possible to integrate the expres­
sion under the integral exactly, so a numerical integration was 
performed using Simpson's rule. The results of these integra­
tions are presented in tabular form in Tables 1-6. The values of 
a that were examined are those in the range of biological interest. 
In particular, since the volumetric heat capacity of the probe is 
that of copper (p'c' = 0.818 cal/cm"-deg C), and since biological 
tissues have a volumetric heat capacity that is approximately that 
of water, a's in the range of 2.0 to 2.5 were examined in incre­
ments of 0.1. For each value of ex the pTObe response rate was 
examined for eight values of {3: 0.00,0.05,0.10,0.15,0.20,0.25, 
6.50, and 1.00. 
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Table 3 Probe temperature (01,) versus time (T) and blood flow (f3) for 
volumetric heat capacity (a) equal to 2.2 

T ~ 0.00 0.05 0.10 0.15 0.20 0.25 0.50 1.00 

o. a 1. 0000 1. 0000 1. 0000 1. 0000 1. 0000 1. 0000 1. 0000 1. 0000 
0.1 0.4868 0.4862 0.4856 0.4850 0.4844 0.4837 0.4770 0.4087 
0.2 0.3747 0.3735 0.3724 0.3712 0.3699 0.3687 0.3594 0.2919 
0.3 0.3106 0.3089 0.3073 0.3055 0.3038 0.3021 0.2906 0.2242 
0.4 0.2674 0.2653 '0.2631 0.2610 0.2588 0.2566 0..2433 0.1786 

0.5 0.2357 0.2332 0.2307 0.2281 0.2256 0.2231 0.2082 0.1454 
0.6 0.2113 0.2084 0.2055 0.2026 0.1998 0.1969 0.1809 0.1202 
0.7 0.1918 0.1885 0.1853 0.1822 0.1790 0.1759 0.1589 0.1004 
0.8 0.1757 0.1722 0.1687 0.1653 0.1619 0.1586 0.1408 0.0846 
0.9 0.1623 0.1585 0.1548 0.1511 0.1475 0.1440 0.1256 0.0718 

1.0 0.1509 0.1468 0.1429 0.1390 0.1352 0.1315 0.1126 0.0613 
1.1 0.1410 0.1367 0.1326 0.1285 0.1246 0.1207 0.1015 0.0525 
1.2 0.1324 0.1279 0.1235 0.1194 0.1153 0.1113 0.0918 0.0452 
1.3 0.1248 0.1201 0.1156 0.1113 0.1071 0.1030 0.0834 0.0390 
1.4 0.1180 0.1132 0.1085 0.1041 0.0998 0.0956 0.0760 0.0338 

1.5 0.1120 0.1070 0.1022 ·0.0976 0.0932 0.0890 0.0693 0.0293 
1.6 0.1066 0.1014 0.0965 0.0918 0.0874 0.0831 0.0634 0.0255 
1.7 0.1017 0.0963 0.0913' 0.0866 0.0820 0.0777 0.0581 0.0222 
1.8 0.0972 0.0917 0.0866 0.0818 0.0772 0.0728 0.0534 0.0194 
1.9 0.0931 0.0875 0.0823 0.0774 0.0728 0.0684 0.04n 0.0169 

2.0 0.0893 0.0837 0.0784 0.0734 0.0687 0.0643 0.0452 0.0149 
3.0 0.0638 0.0573 0.0514 0.0462 0.0415 0.0373 0.0212 0.0042 
4.0 0.0497 0.0427 0.0367 0.0315 0.0271 0.0233 0.0106 0.0013 
5.0 0.0407 0.0334 0.0275 0.0226 0.0186 0.0153 0.0055 0.0004 

6.0 0.0345 0.0271 0.0212 0.0167 0.0131 0.0103 0.0030 0.0001 
7.0 0.0299 0.0224 0.0168 0.0126 0.0094 0.0071 0.0016 0.00004 
8.0 0.0264 0.0189 0.0135 0.0097 0.0069 0.0049 0.0009 0.00001 
9.0 0.0237 0.0161 0.0110 0.0075 0.0051 0.0035 0.0005 0.000004 

Table 5 Probe temperature (0,,) versus time (T) and blood flow (f3) for 
volumetric heat capacity (a) equal to 2.4 

T B 0.00 0.05 0.10 0.15 0.20 0.25 0.50 1.00 

o. a 1. 0000 1. 0000 1. 0000 1. 0000 1. 0000 1. 0000 1. 0000 I. 0000 
0.1 0.4623 0.4617 0.4611 0.4604 0.4598 0.4592 0.4539 0.4031 
0.2 0.3513 0.3501 0.3490 0.3478 0.3466 0.3454 0.3374 0.2858 
0.3 0.2890 0.2874 0.2857 0.2840 0.2824 0.2807 0.2706 0.2188 
0.4 0.2476 0.2444 0.2434 0.2413 0.2392 0.2371 0.2253 0.1739 

0.5 0.2175 0.2150 0.2125 0.2101 0.2076 0.2052 0.1919 0.1414 
0.6 0.1944 0.1915 0.1888 0.1860 0.1832 0.1805 0.1661 0.1168 
0.7 0.1760 0.1729 0.1698 0.1668 0.1638 0.1608 0.1455 0.0976 
0.8 0.1610 0.1576 0.1543 0.1510 0.1478 0.1446 0.1286 0.0822 
0.9 0.1485 0.1449 0.1413 0.1378 0.1344 0.1311 0.1144 0.0698 

1.0 0.1380 0.1340 .. 0.1302 0.1266 0.1230 0.1195 0.1024 0.0596 
1.1 0.1287 0.1247 0.1207 0.1169 0.1132 0.1096 0.0921 0.0511 
1.2 0.1208 0.1165 0.1124 0.1084 0.1046 0.1009 0.0832 0.0440 
1.3 0.1138 0.1093 0.1051 0.1010 0.0970 0.0932 0.0754 0.0380 
1.4 0.1076 0.1030 0.0986 0.0944 0.0903 0.0864 0.0686 0.0329 

1.5 0.1020 0.0973 0.0927 0.0884 0.0843 0.0804 0.0625 0.0286 
1.6 0.0970 0.0922 0.0875 0.0831 0.0789 0.0750 0.0571 0.0249 
1.7 0.0925 0.0875 0.0828 0.0783 0.0741 0.0701 0.0523 0.0217 
1.8 0.0884 0.0833 0.0785 0.0739 0.0697 0.0656 0.0480 0.0189 
1.9 0.0847 0.0795 0.0745 0.0699 0.0656 0.0616 0.0441 0.0166 

2.0 0.0813 0.0759 0.0709 0.0663 0.0619 0.0579 0.0406 0.0145 
3.0 0.0580 0.0519 0.0465 0.0416 0.0373 0.0334 0.0189 0.0041 
4.0 0.0451 0.0386 0.0331 0.0283 0.0243 0.0208 0.0094 0.0012 
5.0 0.0370 0.0303 0.0248 0.0203 0.0166 0.0136 0.0049 0.0004 

6.0 0.0314 0.0245 0.0191 0.0149 .0.0117 0.0091 0.0026 0.0001 
7.0 0.0272 0.0203 0.0151 0.0113 0.0084 0.0063 0.0014 0.00004 
8.0 0.0240 0.0171 0.0122 0.0086 0.0061 0.0044 O.OOOS 0.00001 
9.0 0.0215 0.0146 0.0099 0.0067 0.0046 0.0031. 0.0004 0.000004 

Jaeger [12] has solved a similar problem for a probe embedded 
in an infinite medium with no heat sources or sinks and also pre­
sents a table of (Jp vs. T over a broad range of a. Jaeger's table 
of (Jp vs. T is in exact agreement with the values presented here 
for the case of (3 = 0 and a = 2.0 (the only values that could be 
com.pared with Jaeger). 

Experimental Probing Technique 
Several probes were constructed and tested on a 1 percent 

agar-water mixture before tests were conducted on tissue. In 
addition to developing the actual physical probing technique, 
tests were run on the mixture to ascertain the minimum length­
to-diameter ratio, LID, necessary to produce results that would be 
compatible with the theoretical assumption that the probe is in-
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Table 4 Probe temperature (Op) versus time (T) and blood flow ({3) far 
volumetric heat capacity (a) equal to 2.3 

T ~ 0.00 0.05 0.10 0.15 0.20 0.25 0.50 1.00 

O. a 1. 0000 1. 0000 1. 0000 1. 0000 1. 0000 I. 0000 I. 0000 I. 0000 
0.1 0.4743 0.4737 0.4731 0.4725 0.4719 .0.4712 0.4653 0.4064 
0.2 0.3627 0.3615 0.3604 0.3592 0.3580 0.3567 0.3482 0.2892 
0.3 0.2995 0.2978 0.2961 0.2944 0.2928 0.2910 0.2803 0.n18. 
0.4 0.2571 0.2550 0.2529 0.2508 0.2487 0.2465 0.2341 0.1765 

0.5 0.2263 0.2237 0.2212 0.2188 0.2163 0.2138 0.1998 0.1436 
0.6 0.2025 0.1996 0.1968 0.1940 0.1912 0.1884 0.1733 0.i1S6 
0.7 0.1836 0.1804 0.1773 0.1742 0.1711 0.1681 0.1519 0.0991 
0.8 0.16810.1646 0.1612 0.1579 0.1546 0.1513 0.1345 0.0835 
0.9 0.1551 0.1514 0.1478 0.1442 0.1407 0.1373 0.1198 0.0709 

1.0 0.1441 0.1401 0.1363 0.1325 0.1289 0.1253 0.1074 0.0605 
1.1 0.1346 0.1304 0.1264 0.1225 0.1186 0.1149 0.0967 0.0519 
1.2 0.1263 0.1220 0.1177 0.1136 0.1097 0.1059 0.0874 0.0446 
1.3 0.1190 0.1145 0.1101 0.1059 0.1018 0.0979 0.0793 0.0386 
1.4 0.1126 0.1079 0.1033 0.0990 0.0948 0.0908 0.0721 0.0334 

1.5 0.1068 0.1019 0.0973 0.0928 0.0886 0.0845 0.0658 0:0290 
1.6 0.1016 0.0966 0.0918 0.0873 0.0830 0.0788 0.0601 0.0252 
1.7 0.0969 0.0917 0.0869 0.0822 0.0779 0.0737 0.0551 0.0220 
1.8 0.0926 0.0873 0.0824 0.0777 0.0732 0.0691 0.0506 0.0192 
1.9 0.0887 0.0833 0.0782 0.0735 0.0690 0.0648 0.0465 0.0168 

2.0 0.0851 0.0796 0.0745 0.0697 0.0652 0.0609 0.0428 0.0147 
3.0 0.0607 0.0544 0.0488 0.0438 0.0393 0.0352 0.0199 0.0042 
4.0 0.0473 0.0406 0.0348 0.0299 0.0256 0.0220 0.0100 0.0012 
5.0 0.0388 0.0318 0.0260 0.0214 0.0175 0.0144 0.0052 0.0004 

6.0 0.0328 0.0257 0.0201 0.0158 0.0124 0.0097 0.0028 '0.0001 
7.0 0.0285 0.0213 0.0159 0.0119 0.0089 0.0067 0.0015 0.00004 
8.0 0.0252 0.0179 0.0128 0.0090 0.0065 0.0046 0.0008 0.00001 
9.0 0.0226 0.0153 0.0104 0.0070 0.0048 0.0033 0.0005 0.000004 

Table 6 Probe temperature (Op) versus time (T) and blood flow ({3) for 
volumetric heat capacity (al equal to 2.5 

T ~ 0.00 0.05 0.10 0.15 0.20 0.25 0.50 1.00 

o. a I. 0000 I. 0000 1. 000.0 1. 0000 1. 0000 I. 0000 I. 0000 1. 0000 
0.1 0.4507 0.4501 0.4496 0.4489 0.4483 0.4477 0.4429 0.3990 
0.2 0.3405 0.3393 0.3382 0.3370 0.3358 0.3346 0.3272 0.2819 
0.3 0.2792 0.2755 0.2759 0.2743 0.2726 0.2709 0.2613 0.2154 
0.4 0.2386 0.2365 0.2345 0.2324 0.2303 0.2283 0.2170 0.1710 

0.5 0.2092 0.2068 0'.2044 0.2019 0.1996 0.1972 0.1845 0.1390 
0.6 0.1868 0.1840 0.1823 0.1786 0.1759 0.1732 0.1594 0.1147 
0.7 0.1690 0.1659 0.1629 0.1599 0.1570 0.1541 0.1394 0.0958 
0.8 0.1545 0.1511 0.1479 0.1447 0.1416 0.1385 0.1230 0.0807 
0.9 0.1424 0.1388 0.1353 0.1319 0.1286 0.1254 0.1094 0.0685 

1.0 0.1322 0.1284 0.1247 0.1211 0.1176 0.1142 0.0978 0.0585 
1.1 0.1233 0.1194 0.1155 0.1118 0.1081 0.1046 0.0879 0.0501 
1.2 0.1157 0.1115 0.1075 0.1036 0.0999 0.0963 0.0794 0.0432 
1.3 0.1089 0.1046 0.1005 0.0965 0.0926 0.0889 0.0719 0.0373 
1.4 0.1030 0.0985 0.0942 0.0901 0.0862 0.0824 0.0653 0.0323 

1. 5 0.0976 O. 0930 0.0886 O. 0844 O. 0804 O. 0766 O. 0595 O. 0281 
1.6 0.0929 0.0881 0.0836 0.0793 0.0753 0.0714 0.0544 0.0244 
1.7 0.0885 0.0837 0.0791 0.0747 0.0706.' 0.0667 0.0498 0.0213 
1.8 0.0846 0.0796 0.0749 0.0705 0.0664 0.0625 0.0457 0.0186 
1.9 0.0810 0.0759 0.0712 0.0667 0.0625 0.0586 0.0419 0.0163 

2.0 0.0777 0.0725 0.0677 0.0632 0.0590 0.0551 0.0386 0.0143 
3.0 0.0554 0.0495 0.0443 0.0396 0.0354 0.0317 0.0179 0.0041 
4.0 0.0432 0.0369 0.0315 0.0270 0.'0231 0.0197 0.0089 0.0012 
5.0 0.0354 0.0289 0.0236 0.0193 0.0158 0.0129 0.0046 0.0004 

6.0 0.0299 0.0234 0.0182 0.0142 0.0111 0.0087 0.0025 0.0001 
7.0 0.0260 0.0194 0.0144 0.0107 0.0080 0.0059 0.0013 0.00004 
8.0 0.0230 0.0163 0.0116 0.0082 0.0058 0.0041 0.0074 0.00001 
9.0 .0.0206 0.0139 0.0094 0.0064 0.0043 0.0029 0.0004 O.OOOOOS 

finite in length. Initially, three probes with a diameter of 2.56 
mm and LID ratios of 15, 20, and 25 were tested. 

A multiple-speed (2-in/sec maximum) Moseley 7100B dual­
channel strip-chart recorder was used to record the probe re­
sponse. In addition, the recorder was equipped with two 1750 
lA multiple-input span modules with settings from 1 mv full scale 
to 100 v full scale. The modules have an accuracy of ±0.2 per­
cent full scale deflection with a response time of less than 0.5 sec 
full scale. 

The following probing technique was used on the agar-water 
mixture. Since the mixture was at a temperature of approxi­
mately 3 deg C and the probe was at an initial temperatme of 
approximately 23 deg C, the most sensitive recording range, 1 
mv, was selected. This setting was selected because the emf 
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Fig. '1 Probe temperature response versus nondimensional times for a 
1.5-mm-dia probe in a I percent agar-water mixture 

generated by a copper-constantan thermocouple experiencing a 
temperature change of 20 deg C is about 0.79 mv. The probe 
was quickly plunged into the center of a 1000-cc beaker contain­
ing the 1 percent agar-water mixture. Extreme care was taken 
to embed the probe up to the plane where the wood-dowel handle 
joined the copper, but not past this plane. Total insertion time 
was estimated to be on the order of 0.1 sec. Immediately after 
the probe had been inserted, the handle was released and the 
Jlrobe was allowed to cool to the temperature of the mixture. 
The total response time of the 2.56-mm-dia probe was on the 
order of 3 min with over 90 percent of the temperature change 
occurring in the first 25 sec. 

The experimentaliy generated response curves of the 2.56-mm­
dia probes with varying L/D ratios were matched to the ana­
lyt.ically generated curve, equation (4), to produce the thermal 
diffusivityof the agar-water mixture. The following results were 
obtained: 

L/D = 25 L/D = 20 L/D = 15 
R.Ull number 

K (nl1n2) (mm2) (mm2) K K 
sec sec sec 

1 0.144 0.151 0.153 
2 0.144 0.152 0.154 
3 0.145 0.150 0.155 

These results show that the probe with the length-to-diameter 
mtio of 25 yields results which are within 2.5 percent of the dif­
fusivity of the mixture (0.141 mm2/sec). The probes with the 
L/ D ratios of 20 and 15 give diffusivity values which differ by 7 
ami 9 percent, respectively. 

Unfortunately, in experimental animals, such as cats and dogs, 
mallY of the major organs have characteristic lengths which are 
slllaller than 38.4 mm, i.e., the length of the 2.56-mm-dia probe 
with an L/D ratio of 15. For instance, a cat brain has a charac­
teristic length in the vertical direction of about 25 mm [13]. If 

the brain characteristic length is used as a constraint on the total 
length of the probe, it is obvious that a smaller-diameter probe 
must be used. An additional constraint on the probe size is that 
the probe diameter must be large enough to produce a response 
time which can be accurately recorded. With these two con­
straints in mind, a probe was constructed with a diameter of 1.5 
mm and a length of 22.5 mm and was tested on a 1 percent agar­
water mixture. 

The diffusivity results obtained with the 1.5-mm-dia probe 
were in a range of 0.143 to 0.148 mm2/sec which is in better agree­
ment with the mixture diffusivity than those obtained with the 
2.56-mm-dia probe with a similar L/D ratio . 

The sensitivity of the probing technique to changes in diffusiv­
ity can be shown by plotting experimental data versus nondimen­
sional time T for different values of the thermal diffusivity. This 
has been done in Fig. 2 for experimental data obtained with the 
1.5-mm-dia probe. Three separate sets of nondimensional time 
were generated using actual time and assumed values of diffusiv­
ity equal to 0.10, 0.15, and 0.20 mm2/sec. It should be noted 
that while the curve generated for a diffusivity equal to 0.15 
mm2/sec (the value obtained using the standard data-reduction 
method) fits the analytical curve almost exactly, curves corre­
sponding to diffusivity values of 0.10 and 0.20 mm2/sec are dis­
placed from the actual curve by amounts varying from 15 to 20 
percent, depending on which portion of the transient is examined. 
This indicates that the technique is quite sensitive to changes in 
diffusivity. 

Results 
Experimental Results on In-Vitro Human Organs. Experiments were 

conducted on in-vitro human heart, kidney, liver, spleen, whole 
brain, brain gray matter, and brain white matter to determine 
the density, specific heat, water content, and thermal diffusivity 
of these organs. This portion of the experimental study was 
conducted at the Kaiser Hospital, Oakland, Calif., in the De­
partment of Pathology. The following cases were tested: 

Case Homs 
number Sex Age Cause of death Race dead 

1 male 66 coronary Caucasian 15 
2 female 66 cancer of pancreas Caucasian 14 
3 male 66 leukemia Caucasian 14 
4 male 83 postoperative 

bowel obstruc-
tion Caucasian 16 

5 male 83 coronary Caucasian 19 
6 male 59 cancer of esophagus Caucasian 21 
7 female 84 coronary Caucasian 18 
8 male 59 coronary Caucasian 16 

Density was measured using a simple water-displacement 
technique. The organ was cut into 5-gram sections and placed 
in a 100-cc graduated cylinder. A Mettler precision scale, with 
an accuracy of 0.1 gm, was used to weigh the tissue and cylinder 
without water and then the tissne and cylinder filled with water 

Table 7 Thermal properties of in-vitro human organs 

Number Density Heat Capacity Thermal Diffusivity Thermal Conductivity 
% Water Organ 

(gm/cm 3) (ca1/gm °C) (cal/em sec °c x 10 5 ) of Runs 

Kidney I. 05 0,93 84 132 (11.7)* 130 

Heart 1.06 0.89 81 148 (9.0) 140 

Spleen 1.05 0.89 80 138 (IS .1) 130 

Liver 10 1.05 0.86 77 150 (10.0) 135 

Brain, White 21 I. 04 0.86 71 134 (10.1) 120 

Brain, Gray 10 I. 05 0.88 83 143 (9.1) 135 

Brain, Whole 22 1.05 0.88 78 138 (10.7) 126 

*Standard deviation of the runs. 
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to the 100-cc level. The volume of the tissue was obtained by 
subtracting the water volume, which is equivalent to the mass of 
the conglomerate minus the mass of the tissue, from 100 cc. The 
tiHsue density was then determined by dividing the mass of the 
tissue by its volume. The results of the density measurements 
are presented in Table 7. 

Specific-heat measurements On the various organs were made 
with a Perkin-Elmer differential scanning calorimeter (DSC). 
The calorimeter measures the quantity of heat necessary to raise, 
or lower, the temperature of a known mass of material at a pre­
determined rate. The method is of a differential nature in that 
the quantity of heat which is actually measured is the difference 
between the heat required to raise the tenlperature of a sample 
and the aluminum container in which it is placed and a separate 
empty aluminum container. A 0.1307-gm sapphire, of known 
specific heat, is used as a standard. The material which is to be 
tested is run in the calorimeter and its heating curve is compared 
to a similar curve for the sapphire. The specific heat of the ma­
terial is then obtained by comparing the two curves. 

For the organ specific-heat determinations, a typical tissue 
sample was on the order of 0.0200 gm. This is in contrast to the 
30 or 40 gm that were used in the density determinations. A 
Mettler high-precision scale, which was accurate to within 0.0001 
gm, was used to measure the tissue mass. To prevent evapora­
tion from occurring during the transient portion of the test, the 
DSC was nm in a cooling mode, starting at 25 deg C and scanning 
to 0 deg C at a rate of 10 deg C/min. The samples were weighed 
before and after the test and in all cases there was less than 1 per­
eellt loss of mass. Since the calorimeter was scanning toward an 
ever lower temperature, it is believed that none of.the loss oc­
curred during the cooling transient. To give an indication of the 
accuracy of the technique, the specific heat of a small aluminum 
Hample was lneasured and found to have a value of 0.21 cal/gm­
deg C which is in agreement with the referenced value of 0.208 
cal/gm-deg C [14]. Tissue specific-heat results are presented in 
Table 7. 

Water-content measurements were also made on the various 
organs. The percent of water in each organ was determined by 
comparing the mass of a "wet" tissue sample with the mass of 
the dehydrated tissue sample. These results are also presented 
ill Table 7. 

The 1.5-mm-dia probe, with an LID ratio of 15, was used to 
determine the thermal-diffusivity values ,of the organs. The or­
gans were removed from the cadaver, sectioned into 100-gm 
samples, and placed in individual plastic containers which were 
then refrigerated fOl' 12 hr to a uniform temperature of approxi­
mately 5 deg C. After the organ sections had cooled, they were 
probed in exactly the same manner as the agar-water mixture. 

The tissue accepted the probe with ease and closed tightly around 
it. In fact, when the probe was removed from the tissue, it Was 
very difficult to ascertain where it had been placed as the hole 
created by the probe quickly closed. The total response time of 
the 1.5-mm-dia probe, when used on human organs, was always 
less than 90 sec. 

Three different sets of property values were obtained for brain 
tissue, namely those for white matter, gray matter, and whole 
brain. If the cerebrum of the brain is sectioned, it is possible to 
isolate large regions of white matter. This was done and prob_ 
ings were made on these regions. Isolating a large section of gray 
matter proved more difficult. However, it was found that if the 
cerebellun'l was sectioned properly, a region of gray matter which 
was sufficiently large to completely accept the probe could be ex­
posed. The gray-matter data were obtained from this region. 
Data on whole brain were obtained by inserting the probe into 
regions where there appeared to be an intermixing of gray and 
white matter. 

In order to reduce the experimental data and obtain thermal_ 
diffusivity values for an organ, it is necessary to specify a value of 
the volumetric specificcheat parameter ex of the organ. This was 
accomplished by using the density, p, and specific-heat, c, values 
obtained on each of the organs. The thermal-diffusivity results 
are summarized in Table 7. 

Experimental Results on In-Vivo Canine Liver. A series of four ex­
periments was performed on dogs under heavy anesthesia to de­
termine the thermal diffusivity of in-vivo tissue and also to study 
the effect of blood flow on the probe response. In a typical ex­
periment the animal was given 20 mg of Acepromazine tranquil­
izer, an anesthetic tranquilizer, 1/2 hI' prior to beginning the ex­
periment, and 10 min before the initial incision enough sodium 
pentabarbital was injected intravenously to render the animal un­
conscious. The.animal was then positioned on its back on the op­
erating table. In these experiments it was decided to concen­
trate solely on the liver so a single incision was made through the 
soft tissue of the stomach below the rib cage. Working through 
this incision, the veterinarian was able to expose the liver enough 
to allow the 1.5-mm-dia probe to be inserted. 

Eight to 10 probings were made during each experiment. A 
typical experiment lasted for 11/2 hI', during which time the ani­
mal's body temperature dropped from 37 deg C to approximately 
34 deg C. The liver was probed in a variety of locations and was 
never probed in the same location twice. For some of the prob­
ings, the veterinarian forcefully brought the liver partially out­
side of the animal's body. After each probing, however, the liver 
was returned to the body cavity and the incision was held closed 
so as to allow the liver to return to body temperature. Approxi­
mately 5 min were allowed between probings. This was con-

Table 8 Apparent thermal properties of in-vivo canine liver 

Densi ty 
Animal 

(gm/em') 

mule 1.07 
:German Shepherd 

2 
female 1.07 

German Shephel"'d 

male 1.08 
German Sheph.erd 

male 1.09 
German Shorthair 

*Immediately after expiration. 
"H24 hours after expiration. 

*"HLivel: constricted. 
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lIeat Capacity 
~o Water 

(eal/sm °C) 

0.85 75 

0.84 74 

0.83 72 

0.83 73 

Thermal Diffusivi ty Thermal Conducti vi ty 
~Apparentt (Apparent) 

(cm./sec.x 10~) . (cal/c,m.sec °c x 10 5
) 

166 200 182 149 180 164 
177 239 179 159 215 161 

183 197 180 165 178 162 
178 169 180 160 152 162 
170 160 150* 153 144 135* 

180 129 165 162 116 148 
192 152 173 170 137 156 
194 165 193 173 146 173 
183 164 

153*** 184 157* 138 166 141' 
155*** 205 154** 140 184 139** 
172*** 189 150** 155 170 135** 
199 178 153** 179 160 138** 
211 190 

Transactions of the AS M E 
Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



side red sufficient time as the liver was being perfused with blood 
from within and was also bathed in body fluids. After several of 
the probings, profuse bleeding was observed after the probe was 
removed from the liver, indicating that a large plood vessel was 
probably punctured. 

Aft.er completion of the in-vivo experiments with blood flow, an 
overdose of sodium pentabarbital was administered to terminate 
the animal. Immediately after the cessation of heart activity, 
the animal's liver was again probed. The results of these probings 
were still in-vivo results as the animal's tissue remains viable for 
several minutes after the last heartbeat. In some instances, more 
than one run was made after death. However, after death the 
animal's ability to maintain a constant body temperature is 
gone, and the body temperature begins to approach the tempera­
ture of its surroundings. As such, large temperature gradients 
probably develop throughout the body. This is highly unde­
sirable in the probing technique. 

The final step in the in-vivo experimental procedure was to re­
move the liver so that postmortem density, specific-heat, and 
wat.er-content measurements could be made. In the case of ex­
perimental animal No.4, three in-vitro thermal-diffusivity mea­
surements were made on liver tissue that had been refrigerated 
for 24 hr. 

The results of the in-vivo experiments are presented in Table 8. 

Discussion of Results 
With the needle-probe technique, it is theoretically possible to 

determine both the thermal diffusivity and conductivity from a 
single-probe temperature-time response curve. This is due to the 
fact that the analytically computed response curves (()p vs. T) all 
pass through unity (Fig. 2), are parametric with the volumetric 
heat. capacity (pc), and as a result there is a unique analytical re­
sponse curve which corresponds to a particular probe response. 
Thus, since theoretically both diffusivity and volume heat ca­
pacity can be obtained uniquely, the conductivity can t,hen be de­
dueed. Unfortunately, for the range of the present experimental 
dat.a (0.1 < ()p > 0.5 and 0.1 < T > 1), the analytical response 
curves appear as being translated within the narrow range of the 
volumetric-heat-capacity parameter which is of pertinent interest. 
Consequently, an independent measurement of pc is necessary. 

Values of diffusivity (K) can be obtained in a straightforward 
manner by plotting the experimental-probe temperature-time 
response data on the family of analytical response curves for the 
particular value of volume heat capacity (pc) and by selecting the 
value of K which yields the best agreement. The entire procedure 
of probing and plotting the data is quite expedient relative 
to other thermal-property-determination techniques. The effi­
ciency of reducing the experimental data was increased by em­
ploying the following computerized data-reduction scheme. 
Using the analytical response results given in Tables 1-6, a fifth­
order polynomial of the form 

was fitted to the tabular values for 10 separate values of a. The 
quantity ()p(t) is formed from the experimental-probe tempera­
ture,-time response data by putting in values of T p(t) vs. t into 
the program. The proper T curve is selected by specifying the 
!lppl'opriate volumetric heat capacity, that is, the curve having 
coefficients corresponding to the value of a consistent with the 
medium in which the response curve was obtained. Values of T, 

and subsequently diffusivity (K = Tro'/t), are then computed 
for various times in the experimental run. This type of com­
p!lrison was made for 10 points over the range of T from 0.1 to 1.0 
and the reSUlting mean value of K (total dispersion of values gen­
erally being less than 5 percent) was taken as being that of the 
part.icular medium. 

The probing technique and the subsequent analytical tempera­
ture-time reaponse determination have been successfully applied 
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to the measurement of in-vivo the"rmal diffusivity. As previously 
mentioned in the analytical development, the effect of blood flow, 
i.e., tissue vascularity, is taken into account through the 13 pa­
rameter (13 = mbCbrO'/k) which includes the blood flow rate mb' 
Thus, both a and 13 parameters must be incorporated in the data­
matching procedure. If blood flow is not accounted for in equa­
tion (4), i.e., if 13 is taken as zero, the blood flow effect will be con­
tained in an "apparent" diffusivity which is greater than the 
actual medium diffusivity. Introducing the correct value of 13 
into equation (4) has the effect of separating blood flow effects 
from conductive effects and as such the true medium diffusivity 
can be deduced. When the analysis was applied to the in-vivo 
liver measurements, setting the 13 parameter equal to zero (no 
blood flow) yielded an average apparent value of thermal dif­
fusivity of 0.173 X 10-' cm' /sec and average thermal-conductivity 
values of 0.165 X 10-' cal/cm-sec-deg C. Using a perfusion rate 
of 0.02 gm/cm3-sec for liver [15] gives a value of 13 equal to 0.08 
which subsequently yields a value of K equal to 0.161 X 10-' 
cm'/sec and a value of k equal to 0.151 X 10-' cal/cm-sec-deg C. 
This perfusion rate is about a factor of two to three too low since 
allowing 13 to equal 0.25 yields values of K and k of 0.151 X 10-' 
cm'/sec and 0.144 X 10-' cal/cm-sec-deg C, respectively, which 
are consistent with the values of K and k which were measured in 
the tissue immediately after the cessation of blood flow. 

Since the perfusion rate is a measure of the total amount of 
blood entering the organ, local variations within the tissue can 
be expected due to the nonuniform nature of the vascularity 
within the tissue. The range of values (Table 8) obtained for K 

would indicate that the probings were not always performed in 
a region of uniform or similar blood flow. 

During a set of in-vivo measurements, which were performed on 
dog No.4, the liver was manually constricted so that perfusion 
was impaired. The apparent conductivities which were obtained 
ranged between 0.138 to 0.145 X 10-' cal/cm-sec-deg C which is 
in good agreement with the immediate after-death (cessation of 
blood flow) value of 0.141 X 10-' cal/cm-sec-deg C. In some 
experiments bleeding was observed to be occurring around the 
probe. This would increase the temperature-time response of 
the probe and have the net effect of increasing the apparent ther­
mal diffusivity value. 

It is important to note that the apparent in-vivo diffusivity and 
conductivity values are not general, but apply only to the tech­
nique used to obtain them. By accounting for blood flow, in­
vivo property values of the medium may be determined and are of 
greater utility in that they can be used for general heat-transfer 
analysis; this is not the case for apparent quantities. 

The results obtained on animal No.4 (Table 8) suggest that 
in-vivo and in-vitro thermal-conductivity values of tissue are es­
sentially the same, that is, an in-vivo value of 0.141 X 10-' 
cal/cm-sec-deg C was obtained compared to values of 0.135 X 
10-', 0.138 X 10-', and 0.139 X 10-' cal/cm-sec-deg C for re­
frigerated in-vitro tissue. The slight variation between the in­
vivo and in-vitro values can be partially accounted for by the fact 
that the in-vivo value was obtained in a temperature range of 20-
37 deg C and the in-vitm values in the range 5-20 deg C. If a 
temperature variation the same as pure water is assumed for 
tissue thermal conductivity, the in-vitro values will have an 
average value of 0.142 X 10-' cal/cm-sec-deg C in the range 20-
37 deg C. Thus far these results indicate that well-preserved 
in-vitro tissue will exhibit the same thermal properties as its 
in-vivo counterpart. This would imply that tissue thermal­
property data obtained on refrigerated in-vitro samples of tissue 
apply to in-vivo tissue as well. 

The in-vitro property values obtained for the canine liver are 
approximately the same as those of human liver and the water 
content of both tissues is also similar. These results are in 
agreement with the theory suggested by Poppendiek [2], namely, 
that there is a correlation between the water content and thermal 
properties of tissue. 
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Cryo-Immunology: The Antigenic Properties 
of the Male Rabbit Reproductive System as 
Studied by Selective Freezing of 
Its Components 
Immunologic analysis of antisera and comparative studies of their properties provide 
important data about the number and the localization of antigens in the various organs of 
the reproductive system of the rabbit. The advantages of cryostimulation for eliciting 
immune responses in the reproductive system of the male rabbit are discussed in this 

iper, and examples are given of the study of such antisera through different immuno-
gic techniques. 

A 
Introduction 

FHEEZING injury is often an effective stimulus for 
inducing the treated animal to produce antibodies [ l ] . 1 The in­
jury disrupts histologic structures of the target tissue and lib­
erates cellular components which are then recognized as antigens 
by the host animal. I t can be considered that the stimulus has 
broken the natural tolerance barrier of the host animal to these 
particular components of itself. If the effectiveness of the cryo-
stimulus in eliciting an immune response resides only in the libera­
tion of the cellular components, or whether the freezing also acts 
by modifying the chemical structure of the liberated substances, 
is still not known. At any rate, cryostimulation is a very useful 
tool for studying the antigenic properties of an organ or a group 
of organs. The present paper provides an example of this, in the 
study of the antigenicity of the male rabbit reproductive system, 
as performed by freezings of its components. 

Some basic definitions should be given here. 

Antigen: a substance (a) able to elicit an immune response 
and (6) also able to react with the antibody produced by this 
response. 

Antibody: a protein belonging to the class of the immunoglob­
ulins, that may be formed as a result of an immune procedure. 

Antiserum: a serum containing antibodies, usually produced 
as a result of an immunization procedure. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, New York, N. Y., November 29-Deeember 
3, 1970, of T H E AMBBICAN SOCIETY OF MECHANICAL ENGINEERS. 
Manuscript received by the Heat Transfer Division August 17, 1970; 
revised manuscript received April 5,1971. Paper No. 70-WA/HT-19. 

Materials and Methods 
The sera of the treated animals were examined using both 

qualitative and quantitative serologic methods, i.e., gel precipita­
tion and passive hemagglutination. 

Gel Precipitation. This method is based on the immunologic 
phenomenon of precipitation, which sometimes occurs when an 
antigen reacts with its corresponding antibody. In this study, 
Ouchterlony's technique of gel precipitation was used. This 
technique consists of placing the antigen and the antiserum in 
small wells cut in a layer of agar. The antigens in the well dif­
fuse radially and meet the serum proteins, which diffuse from 
the opposite well. If the reacting antibodies have precipitating 
activity, lines of insoluble complexes will be formed between the 
wells. More than one precipitation line indicates, in fact, tha t 
several antibodies were present, which migrated in the gel at 
different rates and met their corresponding antigens closer or 
farther from the well where the serum was placed. 

Passive Hemagglutination. The passive hemagglutination test is 
based on another immunologic phenomenon, i.e., agglutination. 
In this case, red blood cells treated with a weak solution of tannic 
acid (in order to make their surfaces more adherent) are mixed 
with an antigen; the red cells become coated with it. Equal 
volumes of coated cell suspension are dropped into a series of 
small tubes with constant volumes of increasing dilutions of the 
serum which is being tested. If this antibody displays aggluti­
nating properties, the red blood cells will form aggregates which 
sediment in the bottom of the tube giving a characteristic pat­
tern, quite different from the negative ones. The result of the 
test is quantitated as a function of the highest dilution of a serum 
giving a positive pattern. The alternative use of red blood cells 
coated with different antigens in successive tests performed with a 
particular serum gives a better understanding of the immunologic 
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Fig. 1 Gol diffusion oxpcrimenl in Ouchterlony's technique. The wells,
about 3 mm deep and with a diameter of 5 mm, are separated by a
minimal edge-to-edge distance 01 3 mm

Fig.2 Experiment similar to thai in Fig. 1. The wells, about 3 mm deep
and wilh a diameter of 5 mm, are separated by a minimal edge-lo-edge
distance of 3 mm

Fig. 3 Antibody responses of R 139 alter three cryostimulations; the
first stimulation corresponds to the ordinate axis, the other two are Indl.
cated by arrows

properties of this serum. In some cases, the test of inhibition of
passive hemagglutination may also be tried.

Inhibition 01 Passive Hemagglutination. The test of inhibition of
passive hemagglutination is used to explore the possible reactivity
of several antigensagainst the same antiserum. A serum-which
is known to react positively to an antigen A-,.is mixed and in­
cubated for 30 min with an antigen X. After incubation, its re­
activity against antigen A is checked in a regular hemagglutina­
tion test; if this reactivity remains uncbanged, this means that
the antiserum did not react with the antigen X during the in­
cubation period. If the serum has lost its reactivity against the
antigen A, it means, on the contrary, that it did react with the
antigen X or, in other words, that the antigens A and X have com­
mon properties with respect to this antiserum. The simulta­
neous performance of the test with increasing dilutions of the anti­
gen X and a constant concentration of the antiserum, permits
one to quantitate the inhibitory activity of the antigen X.

The use of the analytical serologic procedmes will be exem­
plified.
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Results
Antisera of cryo-immunized rabbits have often not enough

activity to give precipitation lines in gel diffusion experiments.
Some of the samples obtained from rabbit 78 (R 78) constitute a
useful exception. This animal was submitted to three cryo­
stimulations involving the simultaneous freezing of some of the
so-called accessory reproductive organs (1): seminal vesicle,
coagulating gland, prostate gland,. and vas deferens. After the
last cryostimulation, the antibodies in the blood reached an
unusually high level; the antiserum sample in the central well in
Fig. 1 was obtained from R 78, just after the third cryostimula­
tion. The distribution of the wells adopted in the experiment
shown in Fig. 1 permits an interesting comparison of the reac­
tivity of this antiserum against extracts of several of the acces­
sory reproductive organs of the male rabbit; a precipitation line
is formed between the central well and well 2, and this line con­
tinues with the line formed between the central well and wells 3,
4, and 5. This means that one and the same reacting antigen is
present in the extracts placed in wells 2 to 5, which are, respec­
tively: extracts of accessory reproductive organs, seminal
vesicle, coagulating gland, and prostate gland. The extracts in
wells 6 and 1 (bulbo-methral gland and epididymis) are Ulll'eac­
tive with respect to the R 78 serum.

Using the Ouchterlony technique, the antibody present in the
serum of R 78 can also be compared with those in the serum of R
471, immunized against male rabbit accessory reproductive

142 / MAY 1 972

organs in a completely different way, which included several in­
jections of extl'acts of these organs. The serum from this animal
was placed in the right upper well, whereas that of R 78 was placed
in the left upper one. In the lower well, extract of the accessory
reproductive organs was dropped (Fig. 2). The interaction of
the extract with the .two antisera produced a continuous line.
This proves the identity of the antibody present in both sem.
Since the precipitation line on the right is stronger than that on
the left, it can be inferred that the antibody concentration in It
471 serum is higher than in R 78.

If similar gel diffusion experiments are tried with the :'iem of
R 139 and R 176, selectively cryo-immunized against the conKulat­
ing gland and the seminal vesicle, respectively, no precipitntion
reaction occurs, suggesting either that no antibody against, these
extract~ exists, or that the antibody titers are too weak t.o give
visible precipitation lines. The exploration of these sera through
the passive hemagglutination test, which is a more seJl,~itive one
than gel diffusion, discloses, in fact, peaks of antibody activity,
closely related to the cryostimulations (Fig. 3). The first fremling
does not produce a visible immune response, but seems to sensi­
tize the animal to further freezings.

Table 1 presents the results of a passive hemagglutination t,cst,
performed on sera from R 78, R 139, and R 176, using whole
accessory reproductive organ extracts as coating antigen. In
this particulat· case, sera of the pre-immunization bleeding (pre),
and of a bleeding of these animals obtained during the immuniza­
tion procedure (imm), were selected. Thepre-immunization scm
give negative results, as expected. From the immunization sera,
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Table 1 Passive hemagglutination titers of sera from R 78, R 139, and 
R 176 

Reciprocal.. R 78 R 139 R 116 

of ti ter pre imm pre imm pre imm_ 

+ + + 

+ + 

27 + + + 

81 + + 

243 + + 

729 + 

2187 

6561 + 

19683 + 

5!j049 + 

177147 + 

531441 + 

1594)23 

that of R 78 shows the highest titer. This is understandable, 
sinoo this animal underwent more extensive freezings than the 
two others, since they were selectively frozen on the coagulating 
gland and the seminal vesicle, respectively. The comparative 
use of several coating antigens reveals further properties of the 
three same antisera (Table 2); R 78 imm is the strongest reacting 
one against the three chosen extracts. The weaker reacting R 
I:l!) imm and R 176 imm sera show their highest titers against 
coagulating gland and seminal vesicle extract, respectively. All 
these features are again to be explained in terms of the immuniza­
tion procedure to which the animals have been submitted. 

The fact that R 139 reacts weakly to seminal vesicle extract, 
and that R 176 imm do not react at all with an extract of co­
agulating gland, could indicate that each of these two organs 
pOHsesses its own antigens, not present in the other one. This 
quostion is partially answered by the results of the test of inhibi­
!.ion of passive hemagglutination shown in Table 3. Since the 
seminal vesicle extract does inhibit the activity of R 139, this indi­
catos that this organ should share some antigenic properties with 
the r,oagulating gland. In an analogous way, it can be said that 
the bulbo-urethral gland does not share antigenic properties with 
the coagulating gland. 

Discussion 
Cryo-immunization is being actively used in this laboratory for 

exploring the antigenic properties of the male rabbit reproductive 
system. The rabbits R 78, R 139, and R 176 were selected from 
three differen t groups of animals in order to provide an example 
of a comparative study of the reactivity of three different types of 
antisera against extracts of several accessory reproductive organs 
of this animal. 

The results presented here, reinforced by others obtained in 
othol" studies in the same groups of animals, and by reports of 
other cryo-immunology studies [2, 3J, indicate the probable 
presence of a common antigen in most of the accessory reproduc­
tive organs. The existence of specific antigens in some of the 
explored organs, namely the seminal vesicle and the coagulating 
gland, cannot be excluded. On the other hand, the antigenic 
properties of the accessory reproductive organs of the male rabbit 
--as studied by cryostimulation-seem to be not related to thoRe 
present in the testis and epididymis of this animal [4, .5J. The 
individual reactivity of the seminal vesicle and the coagulating 
gland to cryostimulations has also been established in another 
report [6]. 
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Table 2 Variations in the passive hemagglutination titers of R 78, R 139, 
and R 176 when changing the coating antigen 

Co"ating antigen 

of titer R 78 R139·R176 H.78 R139 H176 R 78.R139 ~lJ6 

imm imm irom imm imm 

27 

81 

243 

729 

2lB1 

6561 

19683 

59049 

177147 

531441 

1594323 

1= whole male rabbit accessory glands extract 

2= coagulating gland extract 

3= seminal vesicle extract 

imm imm imm imm 

+ + 

+ 

+ + 

+ 

• + 

Table 3 Inhibition of the agglutination activity of R 139 serum by 
various organ extracts 

Reciprocal 
I n h i b i t i 

of antigen 
n g ant i g e n 

1 2 3 4 
dilution 

3 - - - + 

9 - - - + 

27 - - - + 

81 - - + + 

243 + - + + 

729 + - + + 

2187 + - + + 

6561 + + + + 

19683 + + + + 

59059 + + + + 

1= whole male rabbit acaessory glands extract. 

2= coagulating gland. 

3= seminal vesicle extract. 

4= bulbourethral gland. 
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The Influence of Electric Fields on 
Con¥ecti¥e Heat and lass Transfer from a 
Horizontal Surface under Forced Connection 
This paper presents the results of an investigation of the electrohydrodynamic aug­
mentation of drying under forced convection. Heat and mass transfer coefficients 
•were calculated from the drying rates of sponges, using the analogy between heat and 
mass transfer. The test setup used was a flat plate with tangential airflow. Electrical 
forces, used to disturb the boundary layer, were applied by placing a high-voltage elec­
trode above the sponge which was maintained at ground potential. A ugmi 
and mass transfer coefficients were correlated to nondimensional terms 
from similarity and modeling principles. 

Introduction 

LTJECTBOCONVKCTIVE augmentation of heat transfer 
in gases has been under investigation since 1931 when Senftleben 
[1]1 first published data indicating tha t in the presence of electric 
fields heat transfer rates may be increased substantially beyond 
natural convection rates. Since then, extensive data have been 
gathered [2-7] and a number of correlations have been proposed 
to describe the results. The earlier correlations argue that the 
eleotroconveotive augmentation is a consequence of the electro-
strictive forces resulting from the variation of the electrical 
properties of the gas due to its nonuniform temperature [2-4]. 
The net effect of the field was said to be analogous to the effect 
of gravity on a fluid having adverse density gradients in de­
stabilizing the boundary layer. 

In early analyses, ion-drag forces were totally neglected. 
These forces have been observed as early as 1899 in the form of a 
"corona wind" [8, 9] : The transfer of momentum between the 
ions propelled by the electric field at high velocities and the 
surrounding air creates the corona wind and significant air ve­
locities have been detected. I t is only recently tha t ion-drag 
forces have been recognized as the major contributors toward 
the electroconvective augmentation of heat transfer where 
ionization of the gas occurs [5-7]. Tests with natural convection 
showed that augmentation of heat transfer correlated well with 
power dissipated by the corona [5]; other tests confirmed rela-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and based on a paper 

presented at the Winter Annual Meeting, New York, N. Y., No­
vember 29-December 3, 1970, of T H E AMERICAN SOCIETY OP M E ­
CHANICAL ENGINEERS. Manuscript received by the Heat Transfer 
Division February 16, 1971; revised manuscript received July 26, 
1971. 

tionships derived for estimating the augmentation of natural 
convection with ion-emitting electrodes [6, 7]. 

The investigation of the effect of ion-drag forces in heat transfer 
and mass transfer in gaseous systems where momentum forces 
are significant has largely been neglected, and limited data exist 
on the effect of electroconvective forces—or using more correct 
terminology in this case, electrohydrodynamic forces—on heat 
transfer under forced convection [10, 11]. This paper presents 
an at tempt at correlating electrohydrodynamic-augmentation 
data in a forced-convection system wherein the increases in both 
heat and mass transfer coefficients were due. solely to the electric 
forces produced by ion-emitting electrodes. The heat and mass 
rate data were gathered during drying tests conducted with a 
material whose drying rate was totally controlled by the gas-
phase transfer mechanisms. Tests were conducted within the 
laminar boundary-layer flow regime. 

Theory 
The electrical force density acting on a dielectric medium is, 

in general, the sum of coulomb and polarization forces [12]. 
Coulomb forces result from an interaction of free charges with 
an imposed electric field wherein the charges transmit individually 
their force to the neutral medium. Polarization forces are 
created when pairs of charges (dipoles) transmit the electrical 
force to the medium. Polarization forces are generally classified 
according to whether they arise from inhomogeneities in the 
polarizability of the medium (Korteweg-Helmholtz forces) or 
from the concentration of polarizabilities caused by volumetric 
charges (electrostrictive forces). 

When a potential V is applied to an electrode consisting of an 
array of wires or points, the gas in the vicinity of the electrode 
ionizes. These ions are then propelled by the coulomb forces and 
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travel at high velocities toward the opposite electrode. As they 
travel, the ions collide with un-ionized gas molecules with which 
they exchange momentum: The result is ion-drag flow or 
corona wind. The ion-drag force acting normal to a grounded 
area parallel to the emitter electrode is [9] 

V ~ A (V - ^ V 

0 

for V > Fo 

for V <V0 

(1) 

Here a is a numerical factor which depends on the system 
geometry (8/9 for parallel electrodes) and s is the spacing between 
the ion emitter and the grounded area. Vo is the threshold voltage 
below which ionic currents are insignificant. For any particular 
system, Vo may be determined by plotting the square root of the 
measured corona current against the applied voltage. The 
threshold value is then determined by extrapolating the data 
to the zero-current level. 

By comparison, in a parallel-electrode system where a region 
of nonuniform electrical properties exists (i.e., within the gas 
boundary layer adjacent to the ground plane in the experiments 
to be described), the Korteweg-Helmholtz polarization force 
[12, 13] is 

G)(^->> (2) 

Since the permittivity of most gases varies only slightly with 
temperature or composition, the polarization force due to prop­
erty gradients in typical boundary layers is very small. Conse­
quently, at voltages only slightly above the threshold corona 
voltage, the ion-drag force Fc is much larger than the polarization 
force Fp [14]. Accordingly, the polarization force Fp is neglected 
in the discussion which follows. I t should also be noted that 
the electrostrictive force density 

-V.(eE-.E)(p/e)(<fc/dp) 

simply contributes to the total pressure in an electrohydro-
dynamic system; this force, therefore, cannot have any effect 
on incompressible dynamics [12]. 

In systems dealing with forced convection of heat or mass, 
the electrical force competes with the momentum forces. The 
dimensionless parameter which defines the ratio between the 
dominant electrical force (the ion-drag force in the presence of 
ionization currents) and the momentum force can be expressed 
as 

(̂ •y for V > Vo 

for V < Vo 

(3) 

Where ion drag is the dominant electrical force, the parameter 
X2 must be included in heat and mass transfer relationships to 
account for the electroconvective augmentation under forced 
convection. When the sole mode of heat or mass transfer is 
convective, any such relationship must reduce to the classical 
ones in the absence of an electrical field. If it is assumed tha t 
the electrical forces act additively to the momentum forces, the 
transfer relationships can be stated in general form 

and 

N u = N u ° [ l + / ( x 2 ) ] 

Sh = S h ° [ l + / ( X
2 ) ] 

(4a) 

(46) 

The terms Nu and Sh denote the Nusselt and Sherwood numbers. 
These are the ratios of the characteristic system dimension I to 
the heat and mass transfer boundary-layer thicknesses 8h and 
8m respectively. The superscript ° denotes the Nusselt and 
Sherwood numbers in the absence of the electrical field. 

In the systems where convective transfer dominates, the same 
function / will describe both the heat and mass transfer relation­
ships owing to the analogy between heat and mass transfer 
mechanisms. 

Finally, one may suspect t ha t the exponent n on the force 
ratio x 2 in a relationship of the type 

/(X2) = /3(x2)" (5) 

will be the same as that on the momentum force in the classical 
forced-convection transfer relationships, i.e., the same as the 
exponent on the Reynolds number in the classical equations 
(15). In the laminar boundary-layer flow regime, n = 0.5 
and the augmentation equations may be expected to be linear 
with x and of the form 

and 

Nu = N u ° [ l + (8x1 

Sh = Sh°[ l + /3xl 

(6a) 

(66) 

Apparatus and Procedure 
Drying rates were measured using a flat cellulose sponge 6.5 in. 

wide and 3.8 in. long, placed in an 8-in. by 8-in. tunnel 6 ft long. 
The velocity of the air entering the tunnel was varied from ap­
proximately 0.7 to 5.2 fps; the temperature was varied up to 
250 deg F. Fig. 1 illustrates schematically the experimental 
setup. Heated air flowed longitudinally over the wet test sponge 
which was mounted on top of another similar wet sponge. The 
lower sponge acted as a temperature shield. Aluminum foil 
placed between the two sponges acted as a moisture barrier. 
A thin sheet of tissue paper was laid flat on the surface of the 

-Nomenclature-

A = area 
C = specific heat 
D = diffusion coefficient 
E = electrical field 
/ = function 
F = force 
h = heat transfer coefficient 
k — mass transfer coefficient 
I = characteristic length 

L — latent heat of vaporization 
n = exponent on x 2 in equation (5) 

Nu = Nusselt number = hl/\ — l/8h 

p = water-vapor partial pressure 
P = atmospheric pressure 

Pr = Prandtl number = Cp,/\ 

Re = Reynolds number = pull p. 

s = spacing between electrode and 
surface 

Sc = Schmidt number = p,/pD 
Sh = Sherwood number = kl/D = 

t = time 
u = air velocity 
V = electrode voltage 

W = mass of water in sponge 
a = geometric factor in equation (1) 
/? = constant in equation (5) 
A = difference between augmented and 

unaugmented value 
8 = boundary-layer thickness 
e = permittivity of gas 
X = thermal conductivity 

JX — viscosity 
p = gas density 
X = square root of force ratio 

Subscripts 

= corona or ion drag 
= heat transfer 
= interface 

c 
h 
i 

m = mass transfer 
0 = corona threshold value 
p = polarization 
<» = bulk air 

Superscripts 

° = unaugmented value 
~ = averaged over length 
' = molar quantity 
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Fig. 1 Schematic diagram of test section 

upper sponge, and a sharp leading edge led the air flow over the 
test sponge. 

A high voltage could be applied to an electrode suspended 
above the drying sponge. The voltage was supplied by a 
negative, filtered d-c supply. Two electrode spacings could be 
selected: 1 in. and 1.85 in.; these represent the distance between 
the emitting surface and the drying surface. Most of the tests 
were performed with an electrode consisting of an array of 0.030-
in-dia wires pitched 1 in. apart and strung across the tunnel over 
the sponge. Another electrode was made of common pins set 
in a fine-mesh screen and pitched 1/i in. apart in a square array. 
One test was performed with a smooth flat-plate electrode to 
confirm the prediction that polarization forces are negligible for 
this system. 

The air temperature was measured by means of a thermo­
couple inserted in the gas about 4 in. upstream of the leading 
edge of the sponge. Air velocity was determined by measuring 
the volumetric flow entering the tunnel via an orifice meter. 
The partial pressure of moisture in the air was determined from 
the ambient wet- and dry-bulb temperatures. The drying rate 
was measured by weighing the wet sponge (containing about 
85 percent moisture on a wet basis) just before it was placed in 
the tunnel and then reweighing it after a measured period of time. 

Data Reduction Scheme 
Heat and mass transfer coefficients were calculated from the 

drying rates determined experimentally. The rate of drying of 
a wet cellulose sponge is governed by simultaneous heat and mass 
transfer in the heating gas; when the sponge contains a large 
excess of free water, diffusional resistance within the sponge may 
be neglected. Under these conditions, drying occurs within the 
constant-rate drying regime and the drying rates can be directly 
related to the gas-phase transfer coefficients [16]. I t was verified 
that the measurements were made in the constant-rate drying 
regime by weighing the sponge after different drying periods 
under the same test conditions [14]. Accordingly, the drying 
rate may be expressed in terms of the heat and mass transfer 
relationships. Neglecting sensible heat effects in the heat 
transfer equation, the drying rate is given by 

-(dW'/dt) = h~A(T„ - Ti)/L' 

= Up'KPi ~ pJ/P] 

(7) 

(8) 

where dW'/dt is the molar flux of water from the sponge, L' is 
the molar latent heat of vaporization, and p' is the molar density 
of bulk gas. The temperature T{ and the partial pressure of the 
moisture pt a t the drying surface are constant over the surface 
and are interrelated; since there is a large excess of free water 
at the drying surface, this relation is defined by the vapor-
pressure relationship of pure water. Tha t is, 

Pi P(T{) (9) 

Finally, equations (4a) and (46) allow the definition of the 
ratio (h/k) under conditions of convective transfer 

~i 1 r-

Regression Lines 

95% Confidence 
Limits on Line 

o Nominal Air Temperature = 200 °F 

• Nominal Air Temperature = I 50 °F 

- J — l — I i i I l i i i i i 

1000 
Reynolds Number, Re 

Fig. 2 Average heat transfer coefficients—base-line data 

(h/k) = (Nu7Sh°)(X/I>) (10) 

Under forced convection, the Nusselt and Sherwood numbers 
are proportional to the Prandtl and Schmidt numbers raised to 
the yB power [15]. Therefore, 

(h/k) = (Pr/Sc) ' / ' (X/D) (U) 

Equations (7), (8), (9), and (11) can now be solved simul­
taneously to determine the values of Tit p^ h, and k from experi­
mental data when the drying rate at a specified bulk air tempera­
ture and humidity is known. 

Results and Discussion 
Base-line data were first determined in the absence of electric 

fields. The results of these tests are shown in Fig. 2, where the 
experimental average heat transfer coefficients are plotted against 
the air velocity. The Reynolds numbers investigated (based 
on the length of the sponge) ranged between 900 and 7300, well 
below the normal critical Reynolds number above which the 
boundary layer becomes turbulent. Under laminar boundary-
layer flow conditions, analysis of the heat and mass transfer 
rates yields a relationship for the transfer coefficients. If it is 
assumed that the hydrodynamic leading edge is the same as the 
drying edge, then the average Nusselt number is [15] 

Nu = 0.664ReI/2Pr1/j (12a) 

(where the Nusselt and Reynolds numbers are based on the dry­
ing length and the driving force is the bulk air temperature T„ 
minus the interface temperature T(). 

Similarly, the average Sherwood number is expressed by 

Sh = 0.664Re'/\ScI /3 (126) 

The relationship expressed in equation (12a) is shown plotted in 
Fig. 2 together with the base-line data. The regression line 
through the experimental data falls above the theoretical rela­
tionship because: 

1 Flow separation a t the leading edge of the sponge produced 
turbulence which probably increased the drying rate. 

2 The hydrodynamic leading edge was, in fact, not the same 
as the drying edge. 

3 Some stratification of the flow at the lower air flow rates 
resulted in the actual flow rate over the sponge being greater 
than the average. 

4 Imperfect thermal shielding caused heat leaks into the 
sponge. 

Results of electroconvective tests with the wire electrode 
placed 1 in. away from the surface of the sponge are shown in 
Fig. 3. Since the ratio (Pr /Sc) ' / 3 is approximately unity, the 
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Fig. 3. Average Nusselt and Sherwood numbers-augmented datd 

Nllsselt and Sherwood numbers are essentially equal; both the 
Nusselt and Sherwood numbers are plotted against the Reynolds 
numbers for the different runs. The regression line through the 
base-line data and the 9,5 percent confidence limits on the line 
are [1,lso shown in Fig. 3. Data g[1,thered with hydrodynamic 
augmentation at the higher voltages show a clear increase in 
Nusselt and Sherwood numbers over the base-line data; at all 
Reynolds numbers investigated the extent of augmentation 
improves as the magnitude of the applied voltage is increased; 
at [1, voltage of - 6 kv a negligible effect on the heat transfer 
coefficients is observed, but the effect becomes dramatic at 
-18 kv. 

A single test with a flat-plate electrode maintained at -18 kv 
and spaced 1 in. above the sponge showed no increase in drying 
mte above the corresponding base-line point. Since corona was 
nonexistent with the flat plate (the current reading was essen­
tially zero) but the field strength at the surface of the sponge was 
approximately the same as that with the wire electrode at the 
S[1,]ne potential, the results of this test support the theory that 
augmentation of drying depends on the corona and ion-emission 
properties of the electrode, and not on the electric field strength 
near the drying surface. 

In order to correlate all the data gathered by means of a rela­
tionship of the form expressed in equations (4a) and (4b), the 
threshold corona voltage IIlUst be determined. This is done by 
plotting the square root of the measured corona current against 
the applied voltage [9]. The results of some of these tests are 
shown in Fig. 4. The threshold voltage for the wire-array elec­
trode spaced 1 in. away from the sponge is -9.2 kv. It is found 
to be insensitive to temperature within the range investigated 
(150-210 deg F). At a spacing of 1.85 in. the threshold voltage 
of that same electrode was -15 kv. The threshold voltage for 
the pin electrode at a spacing of 1 in. was - 6 kv, reflecting the 
fact that it is a more efficient ion emitter than the wire electrode. 

In equations (6a) and (6b) it was concluded that the aug­
mented Nusselt and Sherwood numbers will increase linearly with 
X· To examine this hypothesis, a plot of (t.Nu/NuO) and 
(,:iSh/ShO) against X was made. Heat and mass transfer data 
wit.h wire electrodes at spacings of 1 in. and 1.8,') in. and with pin 
elect.rodes at a spacing of 1 in. are plotted in Fig. 5. On this 
logarithmic plot the data from all three systems scatter around 
the regression line having a slope of unity. The equation of 
that regression line is 

1.85X (13a) 
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The scatter in the data at low values of X is due to the fact 
that the ratios (N u/N u 0) and (Sh/Sh 0) are only slightly greater 
than unity and small errors in determining the heat and mllSS 
transfer coefficients are greately magnified in this range. At 
high values of X, the scatter may be attributed to the thermal 
stratification of the air flow at the low air velocities used. 

Conclusions 
The results of these tests support the hypothesis that the 

electrohydrodynamic augmentation of heat and mass transfer 
rates with small-diameter or sharp-pointed electrodes is due to 
ion-drag forces. Augmentation of heat and mass transfer (with 
such electrodes) under forced convection may be correlated by 
means of the mtio of ion-drag and momentum forces X' = E/ p( V 
- Vo/s)'. A generalized correlation based on this approach 
leads to the expression of the increase of heat and mass transfer 
coefficients in terms of the force ratio X' 

(14a) 
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and 

ASh/Sh° = fW)n (146) 

When it is assumed that the ion-drag force acts additively with 
the momentum force, then n is equal to the exponent on the 
Reynolds number in the generalized heat and mass transfer cor­
relations. This assumption appears to be confirmed for the 
laminar boundary-layer regime where experimental data indicate 
tha t n = 0.5. 
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Mathematical and Experimental Modeling o! 
the Circulation Patterns in Glass Melts 
Natural convection currents in a rectangular two-dimensional enclosure representative 
of the longitudinal section of an industrial glass-melting furnace have been established 
by both model experiments and numerical calculation. For the latter a finite-difference 
method has been employed to solve the time-dependent coupled flow and energy equations. 
The highly generalized mathematical model makes allowance for buoyancy, tempera­
ture-dependent viscosity, and diffusive radiation. Generalized boundary conditions 
are employed to permit specification of any combination of temperature, flux, or mixed 
thermal boundary conditions. Representative temperature and flow contour maps 
obtained from the calculations are shown to agree well with experimental results obtained 
with a V20 scale model in which glycerine was employed as the modeling fluid. 

Gi 

Introduction 

II.ASS is normally produced in open-hearth furnaces 
in which the glass ingredients are flame-heated from above to form 
a melt. The raw materials (batch) are fed at one end of the 
furnace and float on the surface to form the so-called batch heap 
or cover. The charge reacts, is mixed by natural convection and 
by diffusion, and the product glass is withdrawn at the opposite 
end of the furnace. 

A full understanding of the various transport processes and 
chemical reactions occurring in a glass tank is an enormous task. 
The overall problem involves characterization of the radiant heat 
transfer from the flame-fired refractory-lined gas volume above 
the surface of the melt. These transfer rates are intimately 
coupled with convective rates within the melt, the magnitudes of 
which are determined by the interaction of radiant transfer, con­
ductive transfer, and, in the area of the feed port, by melting, 
chemical reaction, and gas generation and disengagement. I t is 
not, therefore, surprising that the design of these furnaces has de­
veloped as an art. I t has been recognized [5, 6, 7] ,1 however, tha t 
the natural circulation currents within the melt homogenize the 
glass and that the modification of these currents can exert a pro­
found influence on product quality. 

Previous efforts to improve our understanding of circulation 
patterns within the melt have taken several directions. Since 
experimental measurements with the prototype prove both dif­
ficult and costly, a need for model studies, mathematical or ex­
perimental or both, is evident. Prior laboratory models [2], 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, New York, N. Y., November 29-December 
3, 1970, of T H E AMERICAN SOCIETY or MECHANICAL ENGINEEBS. 
Manuscript received by the Heat Transfer Division August 13, 1970; 
revised manuscript received June 20, 1971. Paper No. 70-WA/HT-
11. 

however, have been based on qualitative scaling of the hydro-
dynamic effects and due attention has not been paid to the 
coupled energy transfer rates. Similarly, mathematical modeling 
of the prototype via finite-difference techniques has been charac­
teristically beset with difficulties associated with numerical in­
stability and excessive computation times. Results [7] pub­
lished to date have thus been limited. A more thorough review 
of prior modeling studies has been published by Steinke [6]. 

The work reported here describes part of a continuing research 
effort directed toward a more fundamental understanding of 
glass-furnace operation through the use of both laboratory and 
computational modeling. Experimental modeling provides the 
advantage of permitting the matching of geometrical complexity 
in the prototype but is restricted by the modeling fluid to satisfy­
ing at best only several of the relevant dimensionless groups. 
Mathematical modeling, on the other hand, is restricted by com­
putational difficulties to the solution of two-dimensional prob­
lems. Complementary experimental and theoretical analyses 
can be used to extend the range of utility of each, by using experi­
ments to determine the importance of three-dimensionality and 
by use of computations to test the importance of groups tha t 
cannot be modeled exactly in experiments. The major aim in 
this paper is to compare the results of experimental and compu­
tational models in the range of applicability of both while retain­
ing the more salient features of the prototype. The problem 
therefore has been restricted to two dimensions and—in order to 
provide unambiguously defined thermal boundary conditions in 
the experiments—to the case of no-slip velocity boundary con­
dition at all surfaces. 

Mathematical Modeling 
Statement of the Problem. The present approach is to treat cir­

culations as those of a purely viscous fluid in a rectangular 
enclosure, neglecting the effect of bubbles and chemical reaction. 

Journal of Heat Transfer MAY 1 9 7 2 / 149 Copyright © 1972 by ASME

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



SOURCE FLUX DISTRIBUTION 

q:ly) 

0 1.0j 
0.5 

o I ] ] I 
Y 

0 

W 
I 

INSULATED 

I 

H 

1.\-t-l.< -L.-l 
J-!-* 

ISOTHERMAL SINK 

T5 

L 

function may be estimated for the prototype from firing rates and 
heats of combustion using the conventional zone method of cal. 
culation [3]. Clearly this procedure could be refined by an itera. 
tive process in which the assumed surface-temperature distribu. 
tion used in calculating the flux distribution is compared with the 
glass-surface temperatures as calculated with the present pro_ 
cedure. This process would be terminated when the surface 
temperature assumes that value at which the energy rates to and 
from the glass surface become equal. 

Fig. 1 Refined grid system and computational boundary conditions 

Lastly, it is assumed that the endwalls of the furnace lose heat 
to the ambient at temperature T A and that these walls have an 
overall heat transfer coefficient U. The bottom of the furnace is 
taken as insulated. For simplicity in the design of the com. 
panion experiment, no fluid throughput is permitted, i.e., the 
momentum rates associ!1ted with feed addition !1nd product with­
drawal are assumed to be negligible, although allowance is made 
for the thermal effects. (Computations not reported here, made 
with and without material flow through the furnace, have shown 
that the temperature and flow fields are insensitive to the net ma­
terial flow, provided that proper allowance is made for the en­
ergy requirements of the material flow.) 

A second major simplification results from the fact that radiant 
heat transfer in molten glass may be adequately represented by 
the Rosseland diffusion equation [1]. Thus the radiant transfer 
is described with an "effective" thermal conductivity rather 
than integral expressions (optical depths of over 200 are typical 
for the dominant wavelengths). 

The specific problem considered here is shown in Fig. 1. A 
viscous fluid is confined in a rectangular two-dimensional en­
closure of height H and width W. Fluid motion, generated by 
density gradients, is taken to satisfy the no-slip hydrodynamic 
boundary conditions on all four walls of the enclosure. In ad­
dition to temperature-dependence of density, allowance is also 
made for thermal variation of viscosity and of thermal conduc­
tivity. The fluid, in particular: is. taken to be an optically thick 
absorber-emitter of thermal radlatlOn. 

Differential Problem Statement. For unsteady two-dimensional 
motion, the governing dimensionless differential equations for 
natural convection in Cartesian coordinates (Fig. 1) are given by 
the usual Boussinesq approximation [4,8] as 

Energy Equation 

DT* 

Dt 

a oT* a oT* 
-k*~+-k*-­
ox* 'ox* oy*' oy* 

(1) 

Vorticity Transport Equation 

In the mathematic!11 model, the fl!1me-side and melt-side en­
el'gy transfer are decoupled. With relation to the. pr~toty~e, 
the batch cover is ide!11ized as a plane of extent L whlCh IS malll­
tained at some appropriate sink temperature T" representative 
of the bottom-surface temperature of the batch. 

1 Dw* oT* a ow* a ow* 
- ~ = N Ra - + - J.l.*- + - J.l.* - (2) 
Np, Dt* oy* ox* ox * oy* oy * 

Similarly, heat transfer into the melt b'y t~e fl~me radiation ~s 
idealized by some assumed energy-flux dlstnbutlOn qp(y). This 

Velocity Definitions 

at/; * 
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v* 
at/; * 
ox* 

(3a, b) 
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W / H, aspect ratio of enclosure, 
dimensionless 

L/W, fractional batch coverage, 
dimensionless 

isobaric heat capacity 
constant in variable-viscosity 

law 
acceleration due to gravity 
height of enclosure 
true thermal conductivity 

16 rJn'T3 . 
k + - -- effectlVe thermal 

3 I(' 
conductivity 

Rosseland mean absorption co­
efficient 

length of batch covel' 
index of refraction, dimension-

less 

J.l.OCp
, Prandtl number based on 

k,o 
effiective thermal conductivity 

(3gQP,avc
H4 

Rayleigh number 
a,olJok,o ' 
based on average heat flux 

16 rJn'T03 
radiation-conduction 3 kI( , 

number 

E . 't bel' -, VISCOSI Y num 
TR 
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Q 

qp(y) 

t 
T 

TA 
TA •L 

TA,R 
To 

T, 
U 

u, v 

W 
x,y 

z 

(3 

total heat flux 
integral heat loss 
flux density to top surface 
time 
temperature 
ambient temperature 
ambient temperature-left 
ambient temperature-right 
temperature at which proper-

ties are evaluated 
qP,avoH 
---, reference temperature 

k,o 
top-sink temperature 
overall heat transfer coefficient 

for endwalls 
two-dimensional Cartesian ve­

locity components in the x 
and y dimensions, respec­
tively 

width of enclosure 
Cartesian position coordinates 

defined in Fig. 1 
depth of enclosure into plane of 

motion 
effective thermal diffusivity, 

based on radiative thermal 
conductivity 

volumetric coefficient of ther­
mal expansion 

e 

J.l. 
lJ = 
p 
rr 
t/; 
w 

D 

Dt* 

dimensionless tem-

perature 
fluid viscosity 
fluid kinematic viscosity 
fl uid density 
Stefan~Boltzmann constant 
stream function 
vorticity 
a' a' - + -, two-dimensional La-
ox' oy' 

placian operator in Cartesian 
coordinates 

a o(u*) o(v*) - + -- + -- subs tan-
ot* ox* oy* ' 

tial derivative in two-dimen­
sional Cartesian coordinates, 
dimensionless 

Subscripts 

It indicates reference quantity 
o denotes physical property evaJuated 

at temperature 7'0 
8 denotes physical property eval-

uated at temperature T, 

Superscripts 

* denotes dimensionless quantity 
denotes modified dimensionless quan­

tity defined by equation (8) 
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Poisson Equation 

dx** oj/*2 W (4) 

where 

and 

_/3gTRW _ ^ 
iVRo = -(Vpr = 

fi" = exp 

fce*E=: 

I? r---i 
Li7* To* J 

1 + Nno 

(5a) 

(56) 

with 

Ns.o = 
16 em^To1 

3 AX 

Specification of the initial and boundary conditions completes 
the problem statement. These are taken as 

Initial Conditions 

T(x*, y*, 0) = f(x*, y*) 0 < x* < 1 (6a) 

f{x*, y*, 0) = gix*, y*) 0<y*<A (66) 

Boundary Conditions. For t > 0 and 

dT* 

rr* rp & 

x* = 0, 0 < j / * 

< 4 ( 1 - C) (7a) 

a* = 0, 4 ( 1 - C) 

<y* <A (76) 

:—r = ° x* = l,0<y* <A (7c) 
ox* 

dT7* 
fc«* ^ T = -^Nu(r* - TA*) y* = 0, 0 < x* < 1 (7d) 

or* 
- f t « * T^T = NNaiT* - TA*) y* = A, 0 < x* < 1 (7e) 

dj/* 

where 

and 

</**(»*) 

iVNu^S 

QFJV) 

QF.aye 

UH 

H' 

T 

y* = —, <* = —, and 

Tfl $R UR 

with the scale or reference quantities taken as 

uR 

, <Xe0 1 «eo „ qF.aveH 
\j/B = a,0, MB = — , w« = - = — , TR = — 

H tR H2 ke„ 

An examination of the dimensionless equations and boundary 
conditions reveals tha t the problem statement is a function of 
some ten dimensionless groups: 

A P̂rj ^Ea—from equations, 

Journal of Heat Transfer 

A, C, JVNU, TA*, T*—from boundary conditions, 

E 
and JVvi, = —-, N-B.0, To*—from property laws, 

1 R 

in addition to the dimensionless flux-density distribution qF*iy*). 
The form of the temperature scaling is dictated by the non­

linear property laws. In the special case where 

T - To 
« 1 

additional simplifications may be effected. For this case the di­
mensionless groups may be redefined as 

T - T, 

TR 

Nn,' 

JVvis' 

JVV 

= 

= 

= 

PgHsTR 

ETB 

IV 

3N* 
TR 

iV K c ' : 

1 + iVEC h*5r) 

(8a) 

(86) 

(8c) 

(8d) 

(8c) 

The equations then become 

D*T 

DT* 
= V*(l + NRC'T*)VT* 

1 D*o>* dT* 

JVpr Dt* dlj* 

and the boundary condition a t x* = 0, 4 ( 1 — C) < y* < A be­
comes T* = 0. These redefinitions result in a reduction from 10 
to 8 in the number of dimensionless groups. 

Two important conclusions result from the scaling procedure. 
First equation (2) implies that for iVpr S> 1 inertial forces are 
negligible with the result tha t the problem is not a function of 
JVpP. Similarly, since scaling was performed with the effective 
and not the true thermal conductivity the IVRC group may also be 
unimportant so long as the percentage changes in absolute tem­
perature are small. This may be seen from examination of equa­
tion (56). 

Method of Solution 
Finite-Difference Approach. Equations ( l ) - (5) were solved on a 

digital computer via finite-difference methods. The problem 
addressed here differs from prior numerical studies [4, 8] involving 
enclosed natural convection primarily through generalization of 
boundary conditions and allowance for temperature-dependence 
of fluid properties. The basic method of solution involves casting 
the problem as a transient initial-value problem and extending 
the solution to steady state. For this purpose both motionless 
isothermal initial conditions and the results of a previous run 
were used to start the calculations. 

The theoretical aspect of this work included extensive numeri­
cal experimentation directed toward improved methods of solu­
tion of the flow equations. Implicit methods and 10 X 40 uni­
form grid were used. In the case of the vorticity transport equa­
tion the general computational algorithm follows that outlined 
by Wilkes [8] and Noble [4]. A detail of the grid arrangement 
used for the calculations is shown in Fig. 1. The primary grid 
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Fig. 2 Front v i e w of exper imenta l apparatus 

points (the black dots) on which T* and co* were defined are noted 
to be located at the centers of each zone. The stream function 
ip*, however, was defined at the corners of each cell (the crosses 
in Fig. 1). Finally, Fig. 1 also indicates that the velocity com­
ponents (the arrows) were interlaced, being defined at the mid­
points of the sides of each cell. This velocity arrangement 
guaranteed, in particular, mass conservation within each cell [4]. 

The results reported in this paper at the higher Rayleigh num­
bers were obtained by an iterative solution of the biharmonic 
equation using a "refined" grid [9], shown to exact scale in Fig. 1. 
Here a total of 540 zones was employed with smaller (non-square) 
cells located under the top surface and along the endwalls of the 
enclosure. The refined grid was constructed by replacing the top 
two and right-hand two grids of the uniform grid arrangement by 
four of half the width and by replacing the two left-hand grids by 
five equally separated grids. 

Experimental Modeling 
Design of the Experiment. A companion experimental program 

was carried out to verify the numerical model and calculations. 
Glycerine was employed as the modeling fluid and the experi­
ment was designed to approximate a 1:20 scale model of a small 
fiberglass furnace for which data were available. 

Table 1 summarizes the design of the experimental model ex­
pressed in terms of the pertinent dimensionless input parameters. 
Corresponding estimates for the prototype are also included for 
reference. One major difference between the experimental model 
and the prototype was that the model was operated with a no-slip 
boundary condition on the top surface rather than a free surface 
so that the experimental thermal boundary conditions would be 
known more exactly. 

Experimental Apparatus. Fig. 2 depicts a front view of the ap­
paratus. The enclosure was 5-in. in height, 20 in. wide, and 24 
in. deep to minimize three-dimensional effects. Construction 
was primarily of Plexiglas. Heat was supplied to the fluid via 
six 2-in. electrical strip heaters cemented to a glass backing plate 
mounted on the top left portion of the enclosure. The thermal 
effects of batch cover and material input were simulated with an 
8-in-wide water-cooled copper plate. 

Endwall losses were controlled bj r backing the Vs-in. Plexiglas 
walls with water-cooled copper plates. Contact resistance be­
tween the Plexiglas and copper was minimized through the use 
of a grease film. The endwall boundary conditions were thus 
taken as the mixed type in which the ambient temperature TA 

was assumed to be that of the copper plate, and the overall heat 
transfer coefficient 17 was assumed to be simply the conductance 
of the Plexiglas. 

Both the front and bottom of the enclosure were of double-wall 
Plexiglas construction to minimize heat losses and to provide 
transparent surfaces. The top and back were insulated with a 
fiberglass mat and 4 in. of styrofoam. Similarly, the bottom was 
insulated with 2 in. of styrofoam except for a 1-in. gap running 
the width of the enclosure to allow for vertical-sheet illumination. 

Fifty 0.003-in. copper-constantan thermocouples were used to 
obtain temperature measurements. These were mounted on a 
tree constructed of 2-mm glass rod which was placed 6 in. from 
the rear wall of the model. 

Streak photographs were made for comparison with the calcu­
lations. For this purpose fine tracer particles of crystalline azo-
benzene were used. The latter were essentially insoluble in the 
glycerine and were neutrally buoyant (specific gravity 1.20). 
Illumination was provided by vertical-sheet illumination through 
the bottom of the enclosure. Two 300-w spotlights and a con­
vergent-divergent lens system were used to generate this plane of 
parallel light. Because of the small heating rates, a water I.R, 
filter was used to minimize perturbations by the energy from the 
lamp. 

Both time-lapse and multiple-exposure photographs were 
made through the frontal viewing surface with a Polaroid camera. 
The former (ASA 400/f5.6/3 to 8-min exposure time) proved the 
better technique for qualitative understanding of the flow. (Flow 
velocities were of the order of an inch per minute.) Quantitative 
velocity measurements, however, were best made from the multi­
ple exposures (ASA 3000/f5.6/l-sec exposure time/30-sec inter­
vals). 

Results and Discussion 
A series of computer runs was performed in an at tempt to 

simulate the experimental results as precisely as possible. Un­
certainties in the experimental endwall boundary conditions and 
the fluid viscosity (strongly dependent on moisture content) sug­
gested that a sensitivity test be performed with the calculations. 
The computed results are presented first, and then the computer 
"base case" is compared with the experimental results. 

Computed Results. Input data for the base-case run are sum­
marized in Table 1. Table 2 summarizes the differences between 
the base case (run 94) and four additional computer runs in which, 
the Rayleigh number, the endwall Nusselt number, and the 
ambient temperatures were varied. In these runs the grid sys­
tem was also varied. Typical computed isotherm and stream­
line maps are shown in Figs. 3 and 4. The plotting convention 
employed with the streamline maps was to draw nine \[/* contours 
between the maximum and minimum values parametrized with 
the (constant) increment Ai/'* as noted. Crowding of the stream-

Table 1 Dimensionless design parameters 

Parameter 

NFc 
iVa. 
A 
C 
NNn 

TA* 
T* 
NviB 

NRC 
T„* 
NFl' 
A W 
6A 
NVJ 
Nnc' 

Prototype 

400 
2.53 X 10' 
12 
0 . 3 - 0 . 6 
0.23 
0.15 
0.625 
10.65 
~ 2 0 
0.717 
4080 
6.1 X 106 

- 0 . 4 7 5 
20.7 
6.27 

Experimental model 
and computer model 
(base case) run 94 

4560 
5.54 X 107 

4 .0 
0.4 
8.60 
1.109 
1.123 
24.5 
0.0 
1.23 
4560 
5.54 X 10' 
- 0 . 0 1 4 3 
19.4 
0.0 

Table 2 Summary of computer runs 

Run Grid 6A,L 9A,R NNU 

2.0 X 10' 

2 .0 X 10' 
1.5 X W 
7.5 X 10' 
5.5 X 10' 

» Refined 1 = 12 X 45; basic zone size 0.10 X 0.10 as shown in Fig. 
1. 

6 Refined 2 = 15 X 34; basic zone size 0.10 X 0.20, refined near 
top, bottom, left, and right boundaries and in the region below the end 
of the batch cover. 

21 

27 
30 
37 
94 

uniform 
(10 X 40) 

refined 1" 
refined 1 
refined 1 
refined 26 

+ 0.002 

+ 0.002 
+ 0.021 
+ 0 . 0 2 1 
- 0 . 0 1 5 

0.000 

0.000 
+ 0.021 
+ 0 . 0 2 1 
- 0 . 0 1 4 

7.28 

7.28 
8.01 
8.01 
8.60 
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(a) STREAMLINES RUN 21

0.05
4.95
0.64
2.60
0.21

8.98
6.39
2,13
2,13
8.16

(x, Y)*min

(0.25, 3.85)
(0.25, 3.825)
(0,25, 3.825)
(0.25, 3.825)
(0.175,3.825)

10.79
9.51
6.73
5.03

12.02

-81.07
-62.51
-61.69

-101.86
-56.54

80.18
89.17
90.50
95.44
80.08

(0.65, 0.35)
(0.75,0.65)
(0.75,0.65)
(0.75, 0.45)
(0.75,0.50)

0.0254
0.0172
0.0260
0.0268

-0.0006

(b) Dimensionless temperature data

Heat fluxes (Q*somce = 2.400)
(% of Q*source)

Sink Left Right Error

Table 3 Computer output parameters

(a) E"trema of the stream function

(x, Y)*max 1/;*min

13.63
10.40
6.24

12.06
9.42

0.1590
0.1578
0.1650
0,1334
0.1496

Temperatures
Omax 8m in

21
27
30
37
94

21
27
30
37
94

Run

Run

* *~(max =41.38 !J. 'i' =12.24

4.6

*'i'min C - 81.07

3.1
*o/min =-62.51

(b) STREAMLINES" RUN 27

Fig. 3 Effect of grid choice on computed streamlines

lines thus denotes regions of high velocity. The extrema tf;min *,
if;mnx* [ue by their usual definition uleasures of volumetric flow
rate. It should also be noted that the boundary of the enclosure
is itself a streamline having the value tf;* = 0 and that this
CUl've is not one of the nine equally spaced contours. The iso­
I,herm plots are drawn with a similar convention.

Fig. 4(a) shows that, in large measure, the melt is thermally
stratified in the bulk fluid. Regions of large temperature
gradient exist under the top surface and along the endwalls.
Additionally, the basic fluid motion, Figs. 3(a), 3(b), and 4(b),
eonsists of two large circulation cells of opposite rotational sense,
the primary and secondary cells. The only difference between
Figs, 3(a) and 3(b) is the choice of space grid. As the mesh is re­
fined the small-scale cell in the upper left corner of Fig. 3(a) is
suppressed. It is quite evident then that imprudent choice of
the zone arrangement can give rise to spurious effects. The
secondary cell does not disappear in Fig. 3(b); its strength merely
becomes too small for the plotting routine to resolve.

A detailed examination of Fig. 4 and the associated velocity­
output data yields some interesting conclusions. First, the larg­
est horizontal velocity components occur in the vicinity of the
terminus of the batch cover. Indeed, as indicated from the iso­
therms in Fig. 4(a), this region is the prime mover for flow in the

melt and acts in the nature of a "thermal pump." The primary
cell serves largely to convect energy from source to sinks. Fluid
under the top surface is rapidly accelerated under the action of
this thermal pump and then again as it is cooled along the right
endwall. The secondary cell is relatively weak and is driven by
the primary-cell and left-endwall heat losses.

The flow pattern of Fig. 4(b) is perhaps made clearer with
reference to the corresponding velocity profiles in Fig. 5. Here
vertical traverses of v* at the two stations y* = 1.18 and 2.66
clearly show the nature of the fluid acceleration under the top
surface and indicate more directly the relative strengths of the
primary and secondary cells.

Table 3 summarizes computed output data for the five runs
defined in Table 2. Here again tf;min* and tf;mnx* denote the di­
mensionless volumetric flow rates of the primary and secondary
cells, respectively. To be especially noted here is the large effect
of grid size on the stream function (nUl 21 vs. run 27). Our ex­
perience with calculations of this sort suggests that the refined
grid does indeed provide a reasonable description of the flow.

Also indicated, Table 3(b), are the inaximum and minimum
temperatures and the computed heat balances for the entire en­
closure. It is clear from these data that the largest energy trans­
fer occurs between the top-surface source-sink pair.

Comparison of Computed and Experimental Results. Both the ex­
perimental temperature and velocity data compare well with the
computed results. Fig. 5, for example, shows good agreement for

Fig. 4 Comparison of experimental and computed (run 94) results

() 'max =.1496 A9 =.0150

(}=.150 -

II = .~()

B=.015

() =0.0

(} =.060 )

*'l' '. =-56.5
min

'¥ * =9.42mox

- 3.8

(a) TEMPEllATURE FIELD (b) STREAMLINES

(C) Experimental streak photograph
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Fig. 5 Temperature and velocity traverses, computed and experimental 

of the momentum flux in the entering and leaving glass streams 
and the differences in radiation-conduction number were approxi­
mations introduced to simplify the construction of the experimen­
tal model. All three parameters have minor effects on the flow 
and temperature fields and can be modeled exactly by the com­
putational program. 

Conclusions 
A computer code has been developed which produces stable and 

convergent results a t sufficiently large Rayleigh numbers to 
simulate industrial glass-furnace operation. Calculations in 
rough correspondence with a small fiberglass prototype have been 
experimentally verified with a V20 scale glycerine laboratory 
model. Streak photographs and temperature and velocity mea­
surements obtained from the experiment are shown to be in ex­
cellent accord with the predictions of the code. The computa­
tions reported here demonstrate the necessity of prudent selec­
tion of grid arrangement. Indeed, unless precautions are taken 
to resolve small-scale wall effects, extraneous motions may well be 
predicted. 

The computer code thus provides a means to explore the 
effect, in a two-dimensional cross section, of variables which can­
not be modeled experimentally and thus greatly increases the 
confidence with which models may be used to predict the complex 
mixing processes in glass melts. 

Acknowledgment 
This work was sponsored, in part, through grants from the 

Owens-Illinois Corp. and P.P.G. Industries. The cooperation of 
the sponsors in generously providing prototype data is gratefully 
acknowledged. The computations were performed in part at 
the M.I .T. Information Processing Center. 

a vertical temperature traverse taken near the midpoint of the 
source. The experimental measurements used to construct this 
plot were not a strong function of lateral position, and thus they 
substantiate the dominance of thermal stratification and the 
boundary-layer nature of the temperature field under the top 
surface. Included in Fig. 5 are the temperature traverses of runs 
21 and 27 which show the effect of grid size on temperature pro­
file. These suggest that the discrepancy between run 94 and the 
experimental data is due to the coarseness of the grid near the 
center of enclosure. In any case, it should be recognized tha t 
Pig. 5 represents a severe comparison of the data, since the com­
puter was supplied with a flux rather than with a characteristic 
maximum temperature. Finally, as a check on both the numeri­
cal and experimental data, measured and computed heat balances 
are compared in Table 4. The experimental data were obtained 
by monitoring cooling-water flow rates and inlet and outlet dif­
ferential temperatures. The agreement certainly lends confi­
dence to both the predicted and measured results. 

Fig. 5 shows a comparison of numerical and experimental ve­
locity traverses at the dimensionless distances y* = 1.18 and y* 
= 2.66. In general the experimental velocities fall quite close 
to those predicted. Minor errors in the velocities can be at­
tributed to difficulties in locating the position of tracer particles 
in the photographs. Overall, the experimental data shown in 
Fig. 5 serve to quantitatively support the numerical results. 

The most satisfying comparison is embodied in the experimental 
streak photographs of Fig. 4(c). Note in particular that the 
upflow or "fountain" near the bottom of the enclosure was pre­
dicted by the computer. This feature of the flow pattern has 
also been observed in the prototype. 

I t should be noted that the major emphasis here was on a com­
parison of computation and experiment in the range of conditions 
of glass-furnace operation and not on an exact match of prototype 
conditions. The no-slip velocity boundary condition, the neglect 
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Table 4 Comparison of experimental and predicted heat fluxes 

Dimensionless energy rate 
Location Experimental* Predicted (run 94) 

% % 
Top right 
Left side 
Right side 
Input 
Error = sum 

-1.910 
-0.300 
-0.190 
+2.310 
-0.090 

79.6 
12.5 
7.9 

96.3 
- 3 . 7 

-1.922 
- 0 . 2 8 5 . 
-0.192 
+2.400 
+ 0.001 

80.1 
12.0 
8.1 

1OO.0 
0.2 

* Based upon sum of energy removed = 2.400. 
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Heat and Mass Transfer in the Vicinity 
of the Vapor-Gas Front in a Gas-Loaded 
Heat Pipe 
An analysis is presented of axially conducting gas-controlled heat pipes leading to a 
predictive capability for the heat and mass transfer along the heat pipe. In addition, 
experimental results are presented which verify the analysis, and computational results 
are presented which show the relative influence of various parameters which affect the 
system behavior. In particular it was found that axial heat conduction is of much 
greater importance than axial mass diffusion in establishing the wall temperature pro­
files and condenser heat-transfer characteristics of gas-loaded heat pipes. However, 
mass diffusion and, consequently, the choice of working fluid and control gas are of 
considerable importance in establishing the "diffusion freezeout rate" if the potential 
exists for freezing of vapor which penetrates the gas-blocked portion of the condenser. 
It is believed that the analysis and associated computer program are useful tools for de-

gas-loaded heat pipes. 

L 
Introduction 

HE HEAT PIPE is rapidly becoming a key design 
element in the solution of a multitude of thermal-control and 
heat-transfer problems. In most cases such applications in­
volve conventional heat pipes consisting of a sealed, internally 
wicked vessel which contains an appropriate quantity of a single 
working fluid. Such heat pipes are nearly uniform in tempera­
ture over their entire surface under most steady-state and 
transient conditions. 

There are several situations, however, where one purposefully 
introduces a second, noncondensable fluid into the heat pipe so 
that it will not operate at a uniform temperature. One such 
situation involves the use of noncondensable gas to effect heat-
pipe temperature control [1, 2] . 1 Another uses noncondensable 
gas to aid startup from a frozen state [3-5]. 

Whenever a heat pipe contains a noncondensable gas in addi­
tion to its primary working fluid, its ability to transfer heat is 
altered significantly from that of a conventional heat pipe. 
During operation of such a heat pipe, vapor flows from the 
evaporator to the condenser region. As a consequence, any 
noncondensable gas present in the vapor is swept along and, 
since it does not condense, accumulates at the condenser end, 
forming a gas plug, Fig. 1. This gas plug represents a diffusion 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Washington, D. C , November 28-December 
2, 1971, of THE AMEBICAN SOCIETY OF MECHANICAL ENGINEERS. 
Manuscript received by the Heat Transfer Division April 26, 1971; 
revised manuscript received November 8, 1971. Paper No. 71-
WA/HT-29. 

barrier to the flowing vapor and very nearly "shuts off" tha t 
portion of the condenser which it fills. Consequently, by vary­
ing the length of this gas plug, one varies the active condenser 
area and, hence, the heat transfer from the system. 

In applying this principle to the design of heat pipes, it has 
generally been assumed in analytical models that axial conduc­
tion can be neglected and tha t there exists a sharp interface 
between the vapor and noncondensable gas [1, 2]. This "flat-
front" assumption is, however, inconsistent with experimental 
observations which show that the decrease in vapor concentra­
tion and the corresponding increase in gas concentration occur 
smoothly over an appreciable length of the heat pipe. As a con­
sequence, the flat-front theory does not predict performance very 
well [2] and is incapable of predicting the rate at which frozen 
working fluid accumulates when the condenser sink tempera­
ture falls below the freezing point. 

This paper presents an analysis of axially conducting, gas-
controlled heat pipes leading to a predictive capability for the 
heat and mass transfer along the heat pipe. In addition, ex­
perimental results are presented which verify the analysis and 
computational results are presented which show the relative 
influence of various parameters which affect the system behavior. 
In particular it is shown that axial conductance is of principal 
importance for practical design situations. 

Formulation 
The condensing section of the pipe is assumed to reject heat 

by radiation and convection from a fin of perimeter P with an 
effectiveness 77 as shown in Fig. 2. The net heat loss from a 
length of condenser dz is thus taken to be 
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Fig. 1 Schematic diagram and temperature distribution of a gas-loaded 
heat pipe 

= [eo-iy + h(T„ - T;) - qaha\vPdz (1) 

where e is total hemispherical emittance, a the Stefan-Boltzmann 
constant, T„ the wall temperature, h the convective heat-transfer 
coefficient, if any, T/ the external fluid temperature, and g„bs the 
power absorbed per unit area from the surrounds, aH in the 
case of irradiation H onto the condenser surface of absorptance 
a. For simplicity all parameters are taken to be constants, but 
a step change is allowed between sections of condenser. 

In the usual heat-pipe application the difference between the 
wick-vapor-interface temperature Ti and the condenser wall 
temperature Tw is small compared to the absolute temperature 
level. For this reason equation (1) is written in a linearized form 

where 

and 

dQ = Sdz(Tw - Tc) 

S(z) = [4eoTi3 + h]i)P 

(2) 

(3) 

T.{z) = 
3eo-?y(g) + gabs + hTf 

(4) 

We adopt the unusual sign convention that the power Q is mea­
sured in the negative z direction. Then Fourier's law is written 
without the usual negative sign. Heat flows into an element of 
pipe dz long at z + dz and out at z by axial conduction. Heat 
also flows across the wiek by conduction at the rate 

2ivk.dz 

In 
Pi + 23 

(Tt - TJ = Kdz(Ti - TJ (5) 

where ke is the equivalent conductivity of the liquid-filled wick, 
Dt the inside diameter of the wick, and 5 the wick thickness. 
Equation (5) defines K. The heat balance on an element of 
condenser is then 

cfe2 + K{T{ - TJ - S(TW - T.) = 0 (6) 

where C is the axial-conductivity-area product for the condenser 
cross section 

if 

£ 
n = l 

knAr (7) 

In equation (7) kn is the effective axial conductivity, allowing 
for slots or other anisotropies, and Ac,n the cross-sectional area 
of the rath element in the pipe. These elements may include the 
pipe wall, the wick and any arteries, and the fin wall, as shown in 
Fig. 2. Even if the wick artery is not in intimate thermal con­
tact with the condenser wall, its axial conductance is included 
in equation (7) because the temperature gradient in it tends to 
follow dTJdz which in turn tends to follow dTm/dz when K is 
large compared to S. 

The wick interface temperature T{ is the saturation tempera­
ture for the partial pressure of the vapor above the interface, 
since the net condensation rate is far from the absolute rate of 
condensation (kinetic limit). Other simplifying assumptions 
introduced, which are reasonable for most applications, are 

-Nomenclature-

Ac = cross-sectional area 
C = axial-conductivity-area 

product 
D = diameter 
J) = diffusion coefficient for non-

condensable in condens­
able 

E = empirical constant for tem­
perature dependence of 3L) 

F* = nondimensional quanti ty 
defined in Appendix 

H = irradiation onto condenser 
surface 

K = radial wick conductance 
L — length of condenser 

M = molecular weight of con­
densable 

311 = molar inventory of non-
condensable 

P = heat-transfer perimeter of 
fin 

Pi = partial pressure of non-
condensable at tempera­
ture Tt 

Q = heat-transfer rate 
Qe* = nondimensional quantity 

defined in Appendix 

R = gas constant for condensable 
Ru = universal gas constant 

S = from 

* 1 , $ 2 , 

* 3 , * 4 

radial conductance 
condenser 

T = temperature 
I'o = characteristic temperature 

of fluid defined by equa­
tion (86) 

V = mole average velocity 
c = molar concentration 
h = coefficient of heat transfer 

hfg = latent heat of vaporization 
k = thermal conductivity 

m = mass flow rate 
q = heat flux 
x = mole fraction 
2 = axial position 

a = absorptance of condenser 

surface 
5 = wick thickness 
e = total hemispherical emit­

tance of condenser surface 
4> = dimensional variable de­

fined by equation (10) 
dimensionless groupings de­

fined in Appendix 

t) = effectiveness of condenser 
fin 

a = Stefan-Boltzmann constant 

Subscripts 

abs = absorbed from surrounds 
6 = bulk-average (area-velooity-

weighted) value 
c = effective sink conditions 
e = equivalent value 

ev = evaporator conditions 
/ = external fluid conditions 
i = wick surface conditions 

min = minimum 
nominal = initialized value for nun 

cal solution 
n = cross-sectional element 

pipe 
s = spatial (area-weighted) 

erage 
w = condenser wall condition 

Superscript 

= denotes nondimensiono 
variable 
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Fig. 2 Cross section of condenser 

negligible vapor-side pressure loss and a simple vapor-pressure 
law derived from the Clausius-Clapeyron relation. The mole 
fraction of the noncondensable at the interface x{ and the interface 
temperature T; are then related in the following way: 

*,- = 1 - exp [-(hJRT^T^/Ti - 1)] 

J. BY 1 ev 
T> = 

1 + 
RTe- 1 Ter 1 

In 1 + - r In 
1 - x{ To 1 - x{ 

(8a) 

(86)' 

Conservation of noncondensable gas requires that the diffusion 
plus convection in the tube sum to zero, 

-c£> 
dx, 

dz 
cVxh = 0 (9) 

where c is the molar concentration, 2) the diffusion coefficient for 
the noncondensable diffusing in the vapor, x„ the spatial or area-
weighted average mole fraction, V the mole average velocity 
(in the negative z direction), and xb the bulk (area-velocity-
weighted) average. At least in the region of the condenser 

. which is gas-controlled, the radial velocity rates will be suffi­
ciently low so that the bulk, spatial, and wall values of mole frac­
tion of noncondensable will be nearly the same. This assump­
tion is made for the entire condenser so that the subscripts i, s, 
and b on x will be dropped in what follows. 

To obtain an equation having the grouping m = cVAcM, the 
condensable flow rate, equation (9), is multiplied by ACM, where 
M is the molecular weight of the condensable working fluid. In 
addition, the dependent variable is transformed from mole frac­
tion x to cf> by introducing 

4> = ln-

Equation (9) then becomes 

' AcM3d— + TO 
dz 

0 

(10) 

(11) 

Conservation of mass shows that increase in mass flow rate with 
(distance from the end of the condenser is equal to the condensa­
tion rate which in turn is equal to the product of wick conductance 
and temperature difference across the wick divided by the latent 
iheat'of vaporization or sublimation. 

dm 

dz 
K(Tt - TJ/hfg (12) 

I IiEquations (6), (11), and (12) form a set of three simultaneous 
: differential equations in three unknowns: Tm c/>, and m. The 
'-jjtemperature Tt is related to <f> through the highly nonlinear 
1 ; relations equations (10) and'(8). The coefficient £ defined by 
; ; equation (3) is also nonlinear. An explicit energy equation for 
j jthe liquid or vapor is not written because subcooling of liquid 
j i.tn the wick and superheating of the vapor in the pipe are not 
I j considered to be key physical phenomena, and are neglected in 
| j.the present treatment. Equations (12) and (6) will give an 

entirely, correct energy balance when x{, x„ and xh are identical, 
the wick resistance small, and no freezing occurs. 

A boundary condition on (6), (11), and (12) is taken to be 

m = 0 at = 0 (13) 

In addition, either one of two conditions may be prescribed: a 
total heat rate rejected 

Q = S(TW - Tc)dz 
'o 

3K = A 

-I 
Jo 
8S of 

f [Pi{Ti{. 
Jo 

(14a) 

or a total number of moles of noncondensable present 

i(z))/RuTi]dz (146) 

In computing 3TC a more accurate vapor-pressure law than equa­
tion (8) must be used. An exponential of a polynomial in the 
reciprocal of T ; is thought best. 

Strictly speaking, since equation (6) is second-order, two 
more conditions must be specified, such as a zero CdTw/dz at 
2 = 0 and z = L. However, an approximation is made that 
the first and second derivatives of Tw with respect to z are equal 
to those of T{. As is shown in the Appendix this approximation 
reduces the set of equations to two first-order ones so that 
equations (13) and (14) are sufficient. The condition on CdTJ 
dz is met at z = 0, and at z = L it is met in practical effect when 
the evaporator is purged of gas. The approximation regarding 
the derivatives of Tw and T{ is, of course, exact when the wick 
resistance is zero. 

A review of the features of the analysis and assumptions made 
are as follows: 

1 Radiation and convection from a finned pipe is considered. 
Absorbed radiation from the surrounds is included. Provision 
for a step change in condenser properties and ambient conditions 
is made. 

2 The condenser wall temperature Tw is assumed close to 
the wick interface temperature T{. The first and second deriva­
tives of Tw and 2 \ with respect to z are assumed equal, respec­
tively. In essence high wick conductance is assumed. 

3 Axial conduction of heat in the pipe wall, wick, and fin and 
one-dimensional axial diffusion of the condensable species, which 
carries latent heat, is accounted for. 

4 Vapor-pressure drop in the pipe is neglected. In calcu­
lating the shape of the wall-temperature and wick-temperature 
distributions, an approximate vapor-pressure law derived from 
Clausius-Clapeyron is used. But in calculating the pressure 
in the pipe and the amount of noncondensable present a more 
accurate expression is used. 

5 The condition of zero wall temperature gradient is met at 
z = 0. Either the total number of moles of noncondensable 
present in the pipe or the total heat rejected by the pipe is 
specified. 

Numerical Solution 
The Appendix shows how equations (6), (11), and (12) are re­

duced by virtue of assumption 2 above to a set of two simul­
taneous first-order differential equations in <fr and V*, a dimen-
sionless velocity, or m. An initial value I\- at 2 = 0 is used to 
fix <£(0), and a fourth-order Runge-Kutta routine is used to 
solve for 4>{z) and V*(z). Either the amount of gas in the pipe 
or the value of Q obtained at length L is then compared to the 
required value, and <£(0) is adjusted. This procedure is repeated 
until the calculated value of 3K or Q agrees within '/IO of 1 percent 
with the specified value. 

The following input information is required for the numerical 
solution: 

Fluid Characteristics. Vapor-pressure-law constants, molecular 
weight of condensable, binary mass diffusivity of noncondensable 
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Fig. 3 Schematic diagram of experimental heat pipe 

Table 1 Heat-pipe design details 

Working fluid: water 

Inert gas: air (2.67 X lO"6 ± 5 % lb-mole) 

Pipe: material: stainless steel 
outside diameter: 0.565 in. 
wall thickness: 0.036 in. 
overall length: 54.75 in. 
condenser length: 30.25 in. 
evaporator heat-input length: 12.5 in. 
adiabatic-seetion length: 12.0 in. 

Wick structure: material: 200-mesh stainless-steel screen 
description: concentric annulus artery (0.015-

in. gap width) with two wraps of screen held 
in place by a spring 

into condensable, temperature exponent of diffusivity, and 
latent heat of vaporization. 

Vapor Flow, Pipe and Wick Characteristics. Outside diameter, wall 
thickness, and thermal conductivity of pipe; thickness and 
effective thermal conductivity of wick; diameter of internal 
artery, reservoir, or reservoir feed tube, if any. 

Condenser Characteristics for Each of Two Condenser Sections. 
Perimeter, length, effectiveness, heat-transfer coefficients, 
emissivity, thickness, and effective axial conductivity of the fin; 
ambient fluid temperature and power per unit area absorbed on 
the heat-transfer surface. 

Operating Conditions, (a) Evaporator temperature and total 
heat dissipated, or (b) evaporator temperature and moles of gas 
present in the pipe (in this case a nominal estimate of Q (<3nOmma0 
must be input because it is used for convenience in making 
dimensionless the equations shown in the Appendix). 

The program output consists of profiles of xt, T,, Tw, W,{Z), rh, 
and Q(z) versus z. In addition, the missing value of 9TC(L) 
for case (a) above or a correct value of Q(L) for case (b) is ob­
tained. 

Comparison with Experiment 
A series of measurements was made with a laboratory gas-

loaded heat pipe to provide a basis for testing the predictive 
capability of the gas-front computer program. The design de­
tails of the heat pipe are presented in Fig. 3 and Table 1. 

The heat pipe was instrumented with 24 chromel-alumel 
thermocouples, 23 on the outside wall and one within the vapor 
core in the evaporator. In addition, a strain-gage pressure 
transducer was attached to the fill tube. Heat input to the 12-
in. evaporator was supplied with glass-insulated nichrome heat­
ing wire close-wound around the pipe wall. The evaporator and 
adiabatic sections were insulated with 2 in. of polyurethane 
foam. Heat transfer from the condenser was by radiation and 
natural convection to ambient. 

Additional instrumentation included an ammeter and volt­
meter for power measurements, a multipoint recorder and a 
hand-balanced potentiometer for temperature measurements, a 
digital voltmeter and transducer power supply for pressure 
measurements, and a precision thermometer and barometer for 
measuring ambient conditions. 

The experimental procedure involved simply setting a fixed 
power input to the heater, allowing the system to equilibrate 
(using the multipoint recorder as an indicator), and then record­
ing the appropriate data (using the potentiometer for accurate 
temperature measurements). Five runs were made in total, 
such that the vapor-gas interface traversed the entire condenser. 

The noncondensable gas inventory was determined using the 
pressure transducer attached to the fill tube. The procedure 
was to turn off the power to the heaters and allow at least 12 hr 
for the pipe to equilibrate. This rather lengthy equilibration 
period was required for the vapor and gas to thoroughly diffuse, 
yielding a uniform mixture. The internal total pressure was 
then measured. The partial pressure of gas was determined by 
subtracting the vapor pressure of water at measured ambient 

temperature from the total pressure as measured by the trans­
ducer. The molar inventory of gas was then calculated from 
the perfect-gas law since the total void volume of the pipe and 
the gas temperature were also known. Such measurements 
were made at the beginning of the test program, midway through 
it, and at the end. All measurements yielded the same gas in­
ventory indicating tha t no leakage or gas generation occurred 
during the test program. 

The gas-front computer program was then utilized to obtain 
performance predictions for each of the test runs. All but two 
of the required inputs are either known bulk properties of the 
materials or directly measured quantities. The exceptions are 
the emissivity e of the test pipe and the convective heat-transfer 
coefficient ha. The former could not be measured in situ because 
of the high curvature of the surface, the instrumentation avail­
able being capable of accommodating flat specimens only. The 
latter was somewhat in doubt because of the lack of completely 
still conditions in the test room. Since the predicted heat 
dissipation for a given temperature distribution is quite sensitive 
to the assumed values, it was necessary to measure an effective 
value of h to represent convection and radiation, where tho 
value was determined from Newton's cooling law as 

h = 
Q 

f (r. - 2 Tc)dz 

where Q is the measured power, Tw(z) the measured temperature 
distribution, and Tc the measured room temperature. The 
values of h so obtained are of correct magnitude as indicated 
below: 

Measured values 

T T 
l e y J c 

. °R °R 

740 536.7 
682.5 536.7 
667.1 535.8 
637.6 534.9 

h 
Btu/hr -
ft2-°F 

3.66 
3.23 
3.21 
2.92 

Calculated values (T» 

hc 
Btu/hr -
ft2-°F 

2.08 
1.95 
1.89 
1.74 

hr 
Btu/hr -
ft2-°F 

1.35 
1.05 
1.01 
0.94 

„ = 7*ev) 

h 
Btu/hr-
ft2-°F 

3.43 
3.00 
2.90 
2.68 

The calculated values are based upon Nu = 0.52 R a ' A and 
e = 0.66, which are respectively a standard relation for free con­
vection on a horizontal cylinder (104 < Ra < 10s) and a nominal 
value for emissivity of black oxide on 321 stainless steel. Only 
a slightly higher value of hc or e would eliminate the small dis­
crepancies indicated in the table above. The calculations are 
based on Tw = Tev, which limits the comparison between mea­
sured and calculated values to those runs for which the con­
denser heat rejection associated with the vapor-gas front is » 
small fraction of the total. 

The effect of using a constant value of h in the program is to 
obtain predictions of gas-vapor fronts somewhat steeper than 
would be predicted if hc were allowed to vary with (Tw - Ttf 
and hr with (TK + T„) (T„2 + T*). Diffusion freezeout rates 
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POSITION (INCHES) 

Fig. 4 Comparison of measured and predicted temperature profiles for 
a gas-loaded heat pipe with 12-in. adiabatic section 

would consequently be overpredicted and thus be conservative. 
Since the profiles are iterated by the computer until the gas in­
ventory is correct, the shape but not the location of the front 
would change slightly. 

Fig. 4 presents both the measured and predicted temperature 
profiles. As is apparent, the gas-front program predicts the 
position of the gas front quite well. This is particularly true in 
view of the sensitivity of the system to gas inventory and evapora­
tor temperature. The shaded band around one curve in Fig. 4 
represents the predicted front positions for a ± 5 percent vari­
ation in gas inventory. This is about the limit of accuracy esti­
mated for this measurement. The effect of a ± 2 deg F measure­
ment error in evaporator temperature is shown as a shaded band 
on a second curve. Again, this repi'esents the limit of accuracy 
estimated for absolute temperature measurements with the 
system used. 

The program does a credible job in predicting the shape of the 
temperature profile despite the fact t ha t a constant value of h 
was employed and despite the fact that the radial wick resistance 
was treated approximately. The latter factor causes a prediction 
of a somewhat higher condensation rate at the high-temperature 
end of the front than actually occurs and thus combines with 
the former to steepen the predicted temperature profile. The 
temperature predictions are indeed somewhat steeper than the 
data, but not greatly so. 

Also of interest is the ability of the analysis and computer pro­
gram to predict the "heat-rejection vs. evaporator-temperature 
characteristic of the heat pipe. This characteristic describes 
the steady-state performance of gas-loaded heat pipes from a 
system-design point of view. Fig. 5 shows the comparison be­
tween measured data and the computer predictions. Very good 
agreement is evidenced between measured and predicted results. 

Parametric Study of Gas-Front Behavior 
With the analysis and computer program experimentally veri­

fied, a series of computations was performed to examine the in­
fluence of pertinent variables on the nature of the vapor-gas 
front. Several of the most important results, showing the in­
fluence of working fluid, axial wall conductivity, and operating 
(evaporator) temperature, are presented here. 

A single geometry was used for all calculations so as to isolate 
the effect of the variable under study. This consisted of a 5-ft 
tubular condenser section which was assumed to radiate from its 
surface to an arbitrary heat sink. 

The parameters defining the cases studied are presented in 
Table 2. All are self-explanatory except for the "nominal gas 
length." An input option in the computer program allows one 
to specify the gas inventory either as the number of moles present 
°r the length of condenser which the gas would occupy based on 
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Fig. 5 Comparison of predicted and observed heat-transfer rates as a 
function of heat-pipe evaporator temperature 
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Fig. 6 Effect of axial wa l l conductance 

flat-front theory. Using the latter option it was possible to 
position the fronts approximately midway up the condenser for 
all cases without tedious calculation of appropriate molar in­
ventories. This permitted a clear comparison of the profiles 
when comparing different fluids or operating temperatures (and 
pressures). 

Effect of Wall Conductivity. I t was expected tha t axial conduc­
tion in the pipe wall and radiator fins (if any) would play a sub­
stantial role in defining the vapor-gas interface. To examine 
the magnitude of this effect, calculations were performed for 
titanium, stainless-steel, nickel, and aluminum heat pipes with 
methanol and ammonia as the working fluids.2 

The calculated temperature profiles along the condenser for 
methanol are shown in Fig. 6. One clearly sees that wall con­
ductance tends to spread the front over the condenser, and that 
this can be a very large effect with high-conductivity materials 
like aluminum. Diffuse vapor-gas fronts are undesirable in 
gas-controlled heat pipes. They tend to decrease control 
sensitivity [2]. 

The calculations also yielded the heat transfer from that por­
tion of the condenser which is downstream of the point at which 
Ti has risen 99 percent of the way from the sink temperature 
to the evaporator temperature. This transfer represents the 
minimum power required to keep the gas-blocked zone from 

2 The known chemical incompatibility of aluminum and methanol 
was not of concern in this study. 
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Fig. 8 Effect of operating temperature 

entering the evaporator (or adiabatic section if there is one) to 
any appreciable extent. The results, which are presented in 
Table 3, clearly show that this value is also sensitive to wall con­
ductance, increasing with increasing k. A large Qmm is also un­
desirable in gas-controlled heat pipes in that it decreases the 
variable conductance ratio. 

The computer program also yields the axial mass transport 
at any position along the condenser. This quantity at the posi­
tion where the wick reaches the freezing point of the fluid yields 
the rate at which diffusing vapor freezes and is lost to the system. 
This "diffusion freezeout ra te" is also tabulated in Table 3. 
There are no results shown for the runs corresponding to Fig. 6 
because the sink temperature (350 deg R) was above the freezing 
point of methanol (322.7 deg R) . However, the ammonia results 
with a sink temperature below the freezing point show that the 
freezeout rate increases with decreasing conductivity. This be­
havior is not surprising in tha t one expects the diffusion rate to 
vary with the temperature gradient. Sharp fronts represent 
high temperature gradients and thus high diffusion rates. Thus 
one must examine the magnitude of the diffusion freezeout rate 
in a given application and, if of consequence, trade this off against 
the advantages of sharp fronts (lower Qmiu, better temperature 
control) in establishing the axial conductance. 

Effect of Working Fluid. The effect of working fluid is shown in 
Fig. 7 for water, methanol, and ammonia in a stainless-steel 

heat pipe. The results are quite significant. One sees that 
the profiles are very similar, indicating a relative lack of fluid 
influence. Such behavior suggests that heat transport by mass 
diffusion is minimal and axial conduction dominates. This ob­
servation is substantiated by the minimum power predictions, 
which are also nearly equal for the three fluids (Table 3). 

Although axial mass diffusion does not appear to significantly 
affect the wall temperature profile, it is both finite and important, 
for it is the mechanism behind the diffusion freezeout phenome­
non. In this regard, Table 3 indicates substantially different 
values of predicted diffusion freezeout rates for the three fluids, 
This variance is due to a combination of factors including dif­
ferences in vapor-gas diffusivity, total pipe pressure, and freez­
ing point. Thus in situations where diffusion freezeout is of 
potential concern, the choice of working fluid can be of principal 
importance. ' 

Effect of Operating Temperature. The primary influence of oper­
ating temperature (evaporator temperature) is to alter the pres­
sure in the system. Thus, in view of the previous discussion, 
one would expect similar temperature profiles is varied. 
This is clearly seen in Fig. 8 for ammonia. Varying the oper­
ating temperature from 450 to 550 deg R has little effect on the 
shape of the profile. In each case the curves exhibit the char­
acteristic conduction-dominated shape. 

Although the effect of pressure on axial diffusion is not re-

Table 2 Summary of cases studied 

Common variables: 

condenser length: 5 ft 
outside diameter: 0.5 in. 
wall thickness: 0.022 in. 
wick thickness: 0.020 in. 
surface emissivity: 0.8 
noncondensable gas: nitrogen 
nominal gas length: 2.5 ft 

Variable matrix: 

Run Fluid 

methanol 
methanol 
methanol 
methanol 
ammonia 

6 ammonia 
7 ammonia 

ammonia 
ammonia 
water 
ammonia 
ammonia 

13 methanol 
14 methanol 
15 methanol 

9 
10 
11 
12 

Material 

titanium 
stainless steel 
nickel 
aluminum 
titanium 
stainless steel 
nickel 
aluminum 
stainless steel 
stainless steel 
stainless steel 
stainless steel 
stainless steel 
stainless steel 
stainless steel 

Evaporator 
temp. (°R) 

550 
550 
550 
550 
550 
550 
550 
550 
550 
550 
500 
450 
550 
500 
450 

Effective 
sink temp (°R) 

350 
350 
350 
350 
300 
300 
300 
300 
350 
350 
300 
300 
300 
300 
300 

Table 3 Results of calculations: diffusion freezeout rate, minimum 
power and total power 

Freezeout rate Minimum power Total power 
Run (cc/hr) (Btu/hr) (Btu/hr) 

Effect of wall material: 
1 (titanium) 
2 (stainless) 
3 (nickel) 
4 (aluminum) 

Effect of wall material: 
5 (titanium) 10.0 X 10~4 

6 (stainless) 6.7 X 10-> 
7 (nickel) 3 . 6 X 1 0 - ' 
8 (aluminum) 2 .0 X 10"4 

Effect of fluid: 
2 (methanol) 
9 (ammonia) 

10 (water) 
3.0 X 10" 
6.4 X 10" 

methanol 
1.9 
2 .5 
4 .2 
7 .1 

ammonia 
2 .1 
2 .7 
4 .7 
7.9 

2 .5 
2 .5 
2 .8 

Effect of operating temperature: ammonia 
6(550°R) 6.7 X 10-» 2.7 

11 (500°R) 1.6 X 10-3 2 .1 
12 (450°R) 5.0 X 1 0 " 3 1.6 

Effect of operating temperature: methanol 
13 (550°R) 9.0 X 10" ' 2 .7 
14 (500°R) 4 .1 X 1 0 - 6 2 .0 
15 (450°R) 2 . 8 X 1 0 - 6 1.4 

34.1 
34.2 
34.5 
35.0 

36.7 
36.5 
35.9 
35.2 

34.2 
34.1 
34.6 

36.5 
24.2 
14.9 

36.5 
24.3 
15.0 
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fleeted in the conduction-dominated temperature profiles, it is 
obvious when one examines the predicted diffusion freezeout 
rates. Table 3 shows that for both methanol and ammonia the 
diffusion freezeout rate increases as the operating temperature 
and, hence, total pressure is lowered. 

Summary and Conclusions 
A study was performed on the heat- and mass-transfer char­

acteristics of heat pipes containing noncondensable gases. An 
analysis was formulated based on a one-dimensional model 
which included (1) simultaneous radiation and convection from 
a finned condenser, (2) axial conduction in the walls, fins, and 
wicks, (3) binary mass diffusion between the vapor and gas, 
and (4) an approximate t reatment of wick resistance which is 
accurate for high-conductance wicks. The governing equations 
were programmed for numerical solution on a digital computer 
such tha t the program can be used for heat-pipe design or per­
formance-prediction calculations. 

Parametric calculations showed an important influence of 
axial conductance upon the behavior of gas-loaded heat pipes. 
In fact, over the range of variables considered, axial diffusion had 
negligible impact on the shape of the wall temperature profiles 
compared with the conduction effect. Thus, the choice of work­
ing fluid had little effect on the temperature profiles. Axial 
diffusion is, however, important in establishing the diffusion 
freezeout rate for conditions under which this occurs. The 
freezeout rate varies widely with working fluid and, for a given 
fluid, increases with decreasing operating temperature (total 
pressure). 

Experimental measurements made with a laboratory heat 
pipe were in excellent agreement with calculated performance. 
In particular, the temperature profiles along the pipe wall and 
the operating characteristic for the pipe (heat rejection vs. 
evaporator temperature) were correctly predicted. 

The experimental verification of the analysis and associated 
computer program suggests tha t these may be useful tools for 
designing gas-loaded heat pipes. 
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A P P E N D I X 

Dimensionless Governing Equations 
The mass flow rate, mass diffusivity, temperatures, and other 

Parameters were made dimensionless so that orders of magni­
tudes could be assessed and for convenient numerical solution. 
The dimensionless quantities are 

z* = z/De 

V* = mA /5/Qnominal 

£)* = M"(cov3)6V/Z)e)J4^/a/QnominoI 

Tt* = TJT„ 

r * _ rp /rp 

To* = To/Tev 

T* = TJTev 

dz* 
S*(TW T*) 

S* = F*(ieTi*
s + H*) 

F* = J j W V Z V / O n o m i a a l 

H* = h/aTev
3 

C* = CTev/DeQ 
nominal 

K* = KDeTev/Qaominal 

where Tev is the evaporator temperature which sets the total 
pressure in the system and D e is an equivalent diameter allowing 
for the presence of arteries within the pipe, 

where Ac is the cross-sectional area available for vapor flow. 
An exponent E is an empirical factor to account for the tem­
perature variation of the mass diffusivity defined by 

c£> = c0VSDev(r,./rev)£ 

Equations (6), (11), (12), and (8) written in dimensionless form 
become 

C* d - ~ + K*(Ti* - Tw*) - S*(TW* - T*) = 0 (15) 

y* 

lz~* 

dz* D*r ,*« 

= K*{Tt* - Tw*) 

(16) 

(17) 

1 - e - * = e-T,*WTt*-i) ( 1 8 ) 

Under approximation 2 in the list in the text, equation (15) is 
approximated as 

C* ~ + K*(Tt* - Tw*) - S*(TW* - T*) = 0 (15a) 

The simplifying feature of this approximation is that the second 
derivative in equation (15a) can now be eliminated. Equation 
(18) is differentiated with respect to z*, and equation (16) is used 
to eliminate d<p/dz*. The result multiplied by C* is 

dT* e--t>T*2~B 

n* ' _ n* ' V* 
dz* (1 - e-*)£>*r0* 

(19) 

Equation (19) is differentiated again with respect to z*, equation 
(16) is used again to eliminate d<t>/dz*, and equation (19) itself 
is used to eliminate dT*/dz*. 

^ d*Ti* ^ dV* ^ ^ ^ 

where the functions $ i , $2, $ 3 are 

<E>i(4>) = C* 
rp * 

(1 - e-*)SD*r0
i 

$2W>) = i - (2 - J5)(r j*/r0*)e-* 

(20) 

(21) 

(22) 
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$3(4>, 7*) = 7*7(1 - e-"»)2>*?\-**! (23) 

Equation (15a) together with equations (17) and (20) now can 
be written 

(24) 

where 

*<<* ̂  - - ^ 7 + t L T ' ^ <25> i + $1(9) 

Equations (16) and (24) together with (18) and the definitions of 
$y in equations (21), (22), (23), and (25) form a set of two simul­
taneous nonlinear first-order ordinary differential equations 
which can be numerically solved by, say, a fourth-order Runge-
Kutta routine. The initial conditions are 7* = 0 and 0 = (j>t> 

at z = 0. Values of 3TC and Q for a length of pipe L can be ob­
tained versus <j>t> for a given set of parameters and an evaporai or 
temperature T„. An iterative routine can be used to find <;•>, 
for a prescribed value of either 3K or Q. 

When a discontinuity in pipe axial conductance occurs, i lin 
assumption of small wick resistance admits very high conden^n-
tion rates which then lead to a discontinuity in mass flow. Hi-m, 
flow, temperature, and composition are continuous, of cour.-p. 
At the discontinuity between condenser sections the new value of 
7* required from continuity of heat flow is 

1 + 
78* = V1* 

1 + 

Ci* /dTj*\ 

Vi* \ dz* A 
d* /dT(*\ 
72* \ dz* )i 

(20. 

where the temperature-gradient terms are obtained from equation 
(19). 
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Thermal Effects of Power Plants on Lakes 
The natural thermal cycle of a stratified water body used for power-plant cooling will be 
disturbed both by heat addition and the mixing effect of withdrawal and return. A per­
turbation analysis for these effects is made with a model based on the assumption that a 
Richardson number is constant at the base of any stratified layer. On a further assump­
tion about the profiles of wind-driven return currents, constant heat flux from that layer is 
inferred. This heat flux, and the diffusion coefficient at the thermocline, are the critical 
parameters of the simple one-dimensional line-segment model, and are chosen to give 
good imitation of the known natural cycle of Cayuga Lake. The model is then per­
turbed in terms of both heat flux and diffusion to give power-plant impact for that lake. 
Both transient and final cycle changes of summer and winter temperatures and stratifica­
tion and overturn are calculated. It is shown that the heat and diffusion effects are 
comparable, and that the latter may be dominant if the discharge is diluted to meet a 
thermal standard. Certain implications as to strategy of water use are developed. 

Introduction 

L HE CONDENSERS of a large nuclear power plant can 
be conveniently and economically cooled by cold water available 
at depth in stratified lakes such as Cayuga. Studies at Cornell 
[1, 2]x and C.A.L. [3, 4] indicate that the yearly average surface 
temperature of Cayuga Lake, which is 66 sq mi in area, would in­
crease by about 1 deg F in response to a heat input of 6.4 X 109 

Btu/hr. This heat addition would correspond to a 940-MW 
plant operated at 33 percent thermal efficiency. 

This result follows from the surface heat-exchange equation 
[1,51 

K(T. - T.) (1) 

where Te is an "equilibrium temperature" depending on the 
thermal environment of the water surface. In this paper K will 
be taken to be 70 Btu/ft2-day-deg F in the winter and 104 in the 
summer [1, 2]. The yearly natural average of qs must nearly 
vanish. Thus if q8 has a negative yearly increment to balance 
heat received from the plant, then the yearly average level of Ts 

must increase. Alternatively, the effect of pure heat addition 
may be represented as a nearly level increase of Te given by the 
rate of heat rejection divided by surface area and a suitably 
averaged value of K. The present New York State regulatory 
standard, following FWPCA guidelines [6], limits surface-tem­
perature changes on lakes such as Cayuga to 3 deg F. On a 
yearly average basis, this rule would tend to permit establish­
ment of three lake-cooled plants. 

For assessment of the biological impact of this use of lake 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Washington, D. C, November 28-December 
2, 1971, of THE AMEBICAN SOCIETY OF MECHANICAL ENGINEERS. 
Manuscript received by the Heat Transfer Division July 20, 1971. 

water, one needs to know the effect of heat addition throughout 
the lake depth and throughout the yearly cycle, although one 
might be satisfied with surface-averaged results, in view of the 
vigor of transverse mixing processes. 

To achieve this level of detail, in depth and time, one must 
evaluate the mixing effect of pumping cooling water from deep 
levels and discharging near the surface. For the postulated 940-
MW plant, a flow of about 1200 cfs is required, assuming a tem­
perature change through the condensers of 24 deg F. In the 
winter, when the lake is fully mixed, this extra mixing action is 
negligible. In the summer, the thermally stratified lake is 
characterized by a very small minimum diffusion coefficient Dm 

at the thermocline, taken in this paper to be constant at 12 ft2/day 
[ 1 ]. Thus, natural diff usional exchange is greatly inhibited in the 
summer (supporting stratification, of course). Obviously, the 
pumped exchange of 1200 cfs tends to "short-circuit" this barrier, 
and artificially enhances the exchange of cold and warm water. 
This effect will alter temperature profiles by redistributing ther­
mal energy, and will also affect the distribution of nutrients and 
dissolved oxygen in the lake. 

The foregoing summer mixing enhancement has been esti­
mated [1] to be equivalent to a 10 percent increase of Dm. This 
estimate will be increased to 20 percent in a later section of this 
paper. If more than one plant uses the water, or if more water is 
pumped to cool the discharge by dilution, then the effective 
change of D,„ is increased proportionately, in the latter case to 60 
percent for a single plant diluting its discharge to give an 8 deg F 
rise. 

In this paper we develop a simple theoretical model for the 
thermal structure of a stratified lake. The model is made to fit 
the observed cycle of Cayuga Lake [7] by careful choice of model 
parameters. Then the model is perturbed by various changes in 
Te and Dm to represent heat addition and mixing effects of power 
plants on the thermal cycle of the lake. 
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Fig. 1 Calculated cycle of thermal stratification, with equilibrium tem­
perature Tj, from [1] and measured temperatures from [7] superposed; 
below, calculated cycle of epilimnion depth 

Other calculations of power-plant thermal impact have been 
reported in references [2, 3]. The present analysis depends on 
information developed in reference [2], and retains, the simplicity 
of that analysis, but takes better account of the progressive deep­
ening and subsequent erosion of the stratified layer. 

Natural Thermal Cycle 
Before developing the theoretical model, a brief description of 

certain features of the thermal cycle of Cayuga Lake should be 
provided, based on reference [7], recently supplemented by C.A.L. 
studies [4]. 

The lake is a kind of thermal oscillator driven by heat exchange 
with sun and atmosphere, expressed in terms of Te. Very ac­
curately, Te may be represented as a harmonic wave obeying the 
formula [1] 

2ir 
Te = 51.2 - 29.3 cos — it - 19) 

365 
(2) 

played in Fig. 1. In the winter the lake loses heat and is fully 
mixed by the wind, and hence is isothermal. Typically, a winter 
minimum of 37 deg F occurs on 22 March. (These figures, and 
those to follow, are typical rather than exact.) Then, by \\ 
May, the difference between Te and Ta is so great that the heat 
flux described by equation (1) suffices to establish a thermal 
stratification at T, = 40.1 deg F, in opposition to wind mixing. 
Figs. 2(a) and 2(6) show typical temperature profiles of the deep­
ening epilimnion in spring and early summer. The vagaries of 
wind and weather, surface flows, and internal seiches make it dif­
ficult to draw conclusions from profiles measured in one place, as 
these are. 

In late summer Te falls, and Fig. 1 shows that the surface be­
gins to lose heat. The summer maximum value of Ta is 73 deg F 
on 25 August. Following that time, Fig. 2(c) shows how the 
temperature profile changes shape to accommodate a deepening, 
unstable, isothermal upper portion of the epilimnion. A corre­
sponding sharpening of the thermocline occurs. Finally, the 
erosion of the epilimnion is completed on 24 November, at Ts = 
46 deg F, and the lake reverts to an isothermal state. This re­
version or "fall overturn" is, of course, a gradual process to 
which, for definiteness, we assign a particular date and tempera­
ture. 

Stability Criterion 
To form a model to imitate the yearly process just described, 

we must adopt a stability principle for stratification. In laminar-
shear flow, stability is assured [8] if the Richardson number 

Ri = 
g dp/i>z 

p(du/dz)2 (3) 

exceeds XU. Here we suggest that stable stratification in our 
turbulent wind-driven flow may similarly be associated with a 
sufficiently large specific value of Ri. Further, we note that 
dp/dz = —ftp dT/dz and that q = — pCv D dT/dz. Hence, on a 
flux basis, 

Ri = 
pCp(.iyu,/i>z)*D 

W 

where time is measured from 1 January. This function is dis-

The velocity gradient du/dz should next be related to turbulent 
shear stress. It is not clear how this may plausibly be done with 
the inadequate knowledge we have of wind-driven currents, 

-Nomenclature-

a = thickness of isothermal zone 
in fall, Fig. 2(c) 

Cp = specific heat of water 
c = coefficient, equations (5) and 

(6) 
D, Dm = coefficient of turbulent verti­

cal diffusion of heat; Dm is 
minimum value presumed 
to occur at base of epi­
limnion 

d = depth of variable-tempera­
ture part of epilimnion, 
Fig. 2 

g = acceleration due to gravity 
K = coefficient of heat exchange 

at water surface, equation 
(1), taken as 70 Btu/ft2-
deg F-day in unstratified 
period, 104 when strati­
fied 

I = model depth of lake, Fig. 2 
N = coefficient of stratification 

delay, equation (6) 

1,1, = 

1c = 

downward heat flux; qs flux 
downward into water sur­
face 

downward heat flux for sta­
bility, equation (5) 

Ri = Richardson number, equa­
tion (3) 

T, Ts, Th = water temperature, tempera­
ture at surface, and in hy-
polimnion 

"equilibrium temperature," 
a measure of heat input 
from sun and atmosphere, 
equation (1) 

time measured in days from 
1 January 

transverse velocity of wind-
driven currents 

vertical diffusion velocity, 
equation (22) 

vertical coordinate measured 
downward from surface 

dimensionless version of a 

T. = 

t = 

sion of water, 

/S = coefficient of thermal expan-
1 5/> 
P ar 

y = "concentration" of cold 
water, equation (21) 

8 = dimensionless d, equation 
(10) 

X = dimensionless I, equation 
(10) 

p = density of water 
T = dimensionless time, equa­

tion (10) 

Superscripts 

* = dimensionless quantity, equations 
(10) and (16) 

= signifies d/dr 

Subscripts 

ot = at "fall overturn" 
sm = at summer maximum of T, 
str = at onset of stratification 

wm = at winter minimum of Ts 
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especially at the base of the epilimnion where we wish to apply 
equation (4). We do know, however, tha t D may vary by 2 
orders of magnitude through the epilimnion [1, 4], decreasing 
with depth. Thus it may not be unreasonable to associate sta­
bility with a particular minimum critical value of heat flux 

Temporature, °F 

cD„ 
HipCp(bu/c)z)c 

(5) 

where we assume that (£>u/dz)c
2 may be assigned an average 

value and therefore that c can be assumed constant. 
Accordingly, we define the base of the epilimnion as the place 

where the downward heat flux just equals gc, and in the surnmer 
we expect qB > qc. 

The spring onset of stratification presents a special problem. 
It would seem reasonable to suppose that to begin stratification 
of a fully mixed lake having large turbulent eddies would require 
a heat flux larger than that needed to maintain an established 
stratification. Accordingly, we will assume tha t stratification 
begins when 

gs = gBtr = N(P) + c(0)Z>„ (6) 

We note that the typical TBtr = 40.1 deg F is not greatly in excess 
of 39.2 deg F, which is the temperature of maximum density 
(^ = 0); later, we will need to recall from equation (5) tha t 
stability is proportional to /3. 

At this stage we regard the quantities qe, Dm, and N to be 
parameters whose values remain to be chosen empirically. 

Thermal Model 
Next, for model purposes, we adopt the straight-line-segment 

temperature profile shown in Fig. 2. The quantities T„ Th, and 
d are functions of time, to be determined. We represent the late-
summer shape change by permitting development of an upper iso­
thermal layer of thickness a. Thus, d vanishes both at stratifica­
tion and overturn. 

Cayuga Lake has a maximum depth of 430 ft and an average 
depth of 179 ft. Our model is one-dimensional and hence sur­
face-averaged. However, one may argue tha t shallow shore re­
gions should be excluded, and we think it prudent to regard our 
model depth I to be a fourth parameter requiring empirical de­
termination. 

At depth d, stability requires that q = qc, or 

PCPD„ 
T, - Th 

d 
(7) 

It should be noted tha t the assumed straight-line profile does not 
imply a constant heat flux in the epilimnion; in most of that region, 
D > Dm, and q at z = d would be a minimum for tha t region. 

A heat balance for the entire lake, based on the summer profile 
shown in Fig. 2(6), gives, when equation (1) is used, 

K(T. - T.) = pCp 

For the hypolimnion only, 

lTh + -d(Ts - Th) 

<! - d)PGv dt 
= ?» 

Next, we may introduce new variables 

K 
T* == — T; 8,\ = (d,l); r = 

\pCj Dm 

(8) 

(9) 

(10) 
pCpDm 

tod rearrange the foregoing equations to yield for the summer 

T* - Th* = 8 (11) 

88 + 8 = T* - Th* - \fh* (12) 

r 
d 

JL 50 

/ / V 
10^Jn'L--fjun 

/ /12Jun 

f ' 
(a) Spring 

' 

Fig. 2 Comparison of idealized calculated temperature profiles {straight, 
darker lines) and certain measured profiles for 1951 [7]; region 0 < z < a 
-f- d is the model epilimnion and region a + d < z < / is the model hy­
polimnion 

(X - S)fh* = 1 

In the winter, when 3 = 0, equation (12) gives 

\f* = T* - T* 

(13) 

(14) 

At stratification, setting 5 = 0 in equations (12) and (13) would 
yield T* — T* = 1, or qs = q„. Thus, to apply equation (6) we 
must permit 5 to be infinite: 

[88 - (T* - T* - 1 ) U 0 

N 
(T* - T* - l) a t P = N* = -

9, 

Hence, 8 must commence parabolically 

S » (2N*T)1/2 

as illustrated in Fig. 1. 
At summer maximum, when (ts)s, 

(15) 

(16) 

(17) 

0, equations (11), (12), 

fallen to the point where it can just supply the necessary qc to the 
hypolimnion. Following summer maximum, the epilimnion 
must obviously lose heat, and an isothermal upper layer must 
appear because q < qc. As illustrated in Fig. 2(c), we assume 
tha t q — qe a t both breaks in the profile. 

The applicable energy balances for the three regions of Fig. 
2(c) may be manipulated to show tha t a + 8 + Th* is constant 
(a is a, nondimensionalized) and tha t the following equations 
apply after summer maximum: 

T' Tk* 

a + 8+ Th* = (Te*),m - 1 

aa + a = (T*)Bm - T* 

(X - 8 - a)th* = 1 

(11) 

(18) 

(19) 

(20) 

Equation (18) tells us that in this model, if Th* is increasing, the 
lower margin of the stratified region must rise, as part of the gen­
eral process of heat loss in the fall. 

Application to Cayuga Lake 
The foregoing first-order nonlinear equations have been solved 

by high-speed computer, assuming equation (2) for Te and K = 70 
(winter), 104 (summer), for various values of N, Dm, I, and qc in 
ranges known to be reasonable. In each case, a starting value of 
Ts was chosen on 1 January and the calculation proceeded 
through several yearly cycles (usually 6 cycles sufficed) until 
annual repetition within 0.01 deg F was achieved. Step size was 
1 day, except near stratification and overturn, when 0.01-day 
steps were employed. 
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Table 1 Cycle quantities and model parameters 

Fig. 3 Lake temperature at onset of stratification; circle represents natural 
lake; triangle, one 940-MW plant pumping 1200 cfs; square, three such 
plants 

Parameter choices were made to fit the measured data presented 
in Fig. 1. Our choices of " target" values for stratification date 
and temperature, summer maximum temperature, etc., represent 
our impressions of the requirements of these data, but are cer­
tainly not definitive. For example, most of the data refer only 
to 1951. The filled points refer to 1952. Clearly, stratification 
in 1952 was later, and overturn was earlier and much more 
abrupt than in 1951. 

Especially in view of the uncertainties of the data, we include 
in Table 1 an indication of the sensitivity of target values to 
parameter choices in the ranges indicated, when the parameters 
were changed one a t a time. 

Fig. 1, then, shows the yearly cycle we propose as a representa­
tion of the natural lake, including the development of and erosion 
of an epilimnion which reaches a depth of about 90 ft. Fig. 2 
shows the model profiles calculated for three particular dates. 
We believe tha t this model is a reasonable basis for estimating 
power-plant perturbation. 

However, before proceeding we might note how Table 1 
could be used to conform the model to different judgments as to 
target values. Suppose one wished to see a deeper epilimnion. 
One might decrease qc, but then Dm should be decreased to keep 
(Ts)8m high enough. I t is probably necessary to keep (T s)w m at 
the 37 deg level, so either I or N* must be increased. Since iV* 
would tend to make the depth shallower again, one would have 
to accept the cooler and later overturn due to increased I. A cer­
tain increase of N* would nevertheless be needed to keep (T8)8tr 
at the 40 deg level. Thus, we see that no combination of pa­
rameter changes in the present model will very efficiently deepen 
the epilimnion. 

Perturbations by Power Plants 
In the Introduction, we outlined the scheme we will now follow. 

We represent pure heat addition from a 940-MW plant of 33 
percent thermal efficiency by raising the level of Te by 1 deg F 
(changing the first term of equation (2) from 51.2 to 52.2). We 
consider also the possibility of three such plants, raising T„ by 3 
d e g F . 

In combination with the changes of T„ we also change Dm to 
represent the mixing effect of withdrawal and return of water. 
To derive this correspondence we follow reference [1], represent­
ing the epilimnion as a region of diffusional exchange between a 
reservoir of hot water "particles" at T, and one of cold water at 
Th. We define a "concentration" of cold water 

7!-
Ts - T(z) 

Ts - Th 

and a "diffusion velocity" of cold water in the classical form 

„ d In 7 

(21) 

2>2 

From our model, we would then derive that 

v = D„ 
dT/dz 

d 

(22) 

(23) 

Parameter 

Chosen value 
Parameter varia­

tion 

Cycle 
quantity 
(T.) wm 
(T.)Btr 
(date)str 
( ?Um 
(Ts)ot 
(date)ot 
<d).m 

Target 
value 

37.1°F 
40 .1 
11 May 
72.9 
46.3 
24 Nov. 
89 ft 

N* 

5 

4 to 6 

Dm 
(ftVday) 

12 

11 to 13 

I 
(ft) 

205 

179 to 250 

Target-value variation due to 

+0 .8 
+ 2 . 1 
+ 14 days 

+2 .6 
- 5 
- 4 

variation 
+0 .4 
+0 .4 

- 6 . 7 
+0.6 

+ io 

+0.9 
- 0 . 3 

- 2 . 8 
+ 8 

ffo 
(Btu/ftJ. 

day) 
250 

250 to 30 

parameter 

+0.5 
+ 1.3 
+ 10 
+ 0.65 
+ 1.4 
- 9 
- 1 6 

The cold-water velocity due to our power plant, assuming a 24 
deg F temperature drop through the condensers, is the volume 
flow rate of 1200 cfs distributed over 66 sq mi, or 0.056 ft/day. 
Thus, the total cold-water velocity would be 

Dm 
- T + 0.056 

Dm I 0.056 \ 

The effects of this change can apparently be represented as 
being due to an increase of Dm by the fraction (0.056)<i/Dm. 

Although d is time-dependent, the approximate nature of this 
analysis suggests that a summer average be used. From Fig. 1, 
one may estimate the average of d to be 56 ft. Recalling that 
Dm = 12 ft2/day, we find the average fractional increase of Dm to 
be about 26 percent. 

This estimate may be supported by application of equation 
(23) to the measured profiles of Fig. 2. Taking the profiles of 9 
June, 1 August, and 13 October as typical, and using the maxi­
mum value of dT/dz in each case, the quantity (dT/dz)/(Ts — 
Th) assumes the values 0.033, 0.011, and 0.18 f t - 1 , and, with 
Dm = 12 ft2/day, the diffusion velocities are 0.40, 0.13, and 2.2 
ft /day, of which the pumping velocity (0.056 f t /day) is 14, 43, 
and 2.5 percent. Making allowance for the extreme fluctuations 
of the measured profiles, these last results are consistent with a 
summer-average mixing enhancement of 26 percent. 

Turning again to the present model, one may form this mixing 
estimate in another way. We have argued tha t downward heat 
flux from the epilimnion is qe = 250 Btu/ft2-day. Quite apart 
from the rejection of heat, the pumping of hypolimnetic water to 
the surface in effect also causes a downward heat flux, in the 
amount of pCp(0.056)(Ts - Th) = 3.5(r„ - Tk) Btu/ft*-day. 
For the three dates in Fig. 2, this artificial heat flux would be, in 
comparison to 250 Btu/ft2-day, 26, 40, and 24 percent. These 
three percentages may be compared with those previously calcu­
lated on the basis of diffusion velocity. The yearly average of 
T, — Th is about 19 deg F, which yields an average artificial heat 
flux during the stratified period of 66 Btu/ft2-day, or 26 percent 
of the natural value. Now, referring to equation (5), we recall 
that qc is proportional to Dm. Thus again our postulated power 
plant may apparently be considered to enhance the effective 
average summer value of D,„ by about 26 percent. To be con­
servative, we will tentatively take a 20 percent increase to corre­
spond to a single plant with a pumping rate of 1200 cfs. 

In view of the foregoing estimates, we have independently 
perturbed our model value of Dm by 20 and 60 percent for the 
natural lake and for the 1 deg F and 3 deg F perturbations of T„. 
In each case a new cycle was calculated. Roughly, we may imag­
ine the 1 deg F, 20 percent combination to represent one plant, 
while the 3 deg F, 60 percent case would represent three plants. 
The 1 deg F , 60 percent combination would represent one plant, 
with dilution to give a discharge temperature of 8 deg F rather 
than 24 deg F , while the 1 deg F , 0 percent combination would 
refer to one plant with a surface or shallow intake and discharge 
arrangement designed not to short-circuit the thermocline. 
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Fig. 4 Summer-maximum surface temperature and thickness of epilim­
nion (single dashed line which essentially covers all heat and diffusion 
cases calculated) 

10 Nov 

Fig. 5 Temperature and epiliminion thickness (dashed lines) at fall over­
turn 

Before describing the results of these calculations, we should 
explain how the stratification criterion, equation (6), was modi­
fied. A change in Dm has only a slight direct effect on gstr be­
cause N is much larger than qe. However, any change in TBtl. 
which results from either ATe or ADm affects buoyancy by chang­
ing /3. Both N and c must vary inversely with /3, and, because 
only about 1 deg F separates Tatr and 39.2 deg F, we may assume 
(3 proportional to T, — 39.2. Thus our perturbed stratification 
criterion may be written as 

g8tr = (N + c„Dm) 
(r.fa - 39.2)o 
Tab - 39.2 

(25) 

where subscript 0 refers to the natural-lake model. We might 
note that apart from the small effect of changes in Dm, incorpora­
tion of equation (1) and information from Table 1 into equation 
(25) gives 

l(T„ - TS)(T8 - 39.2)]atr = 20 (26) 

Equation (26) is almost exactly the criterion adopted in reference 
[2] on the basis of a physical argument matched to observational 
details near stratification. 

We turn now to the results of the power-plant perturbations. 
Rather than display results in the manner of Fig. 1 for each of the 
heat-diffusion combinations, we present in Figs. 3-7 the matrix 
points through which such curves would pass at the critical times 
of stratification, summer maximum, overturn, and winter mini­
mum. From these points, each complete perturbed tempera­
ture history can easily be imagined or sketched by reference to 
Kg- 1. 

Stratification Onset. On the right of Fig. 3 the circled point 
represents the natural-lake model, which stratifies on 1\ May. 
A single plant (triangle) would advance stratification by 8 days. 
All the various estimates [1, 2, 3] seem in essential agreement on 
this point. Three plants (square) would advance stratification 
by 26 days and raise the temperature of stratification by more 
than 1 deg F. Clearly stratification is advanced by heat addition 
because buoyancy is increased. 

Diffusion enhancement by pumping also advances stratifica­
tion, essentially because more heat is transferred to the hypolim-
nion in the summer and the lake is therefore warmer during the 
winter and readier to stratify in the spring; notice in Fig. 3 that 
ADm markedly increases TBii. A single power plant with three­

fold dilution would advance stratification 12 days, whereas if a 
surface intake were used the advance would still be 6 days. Ap­
parently heat addition has a dominant effect on onset of stratifi­
cation. 

Summer Maximum. Fig. 4 shows that heat and diffusion en­
hancement are opposite in their effects on summer-maximum sur­
face temperature because they represent mechanisms of heat in­
crease and heat loss for the epilimnion, respectively. Again, heat 
addition seems dominant, though a single plant with threefold 
dilution would produce no change at all in summer-maximum sur­
face temperature. Three plants would typically increase the 
summer maximum by 2 deg F. The time of occurrence of summer 
maximum is not significantly changed by these perturbations. 

The maximum depth of the epilimnion is affected both by heat 
and diffusion perturbations, but the curves are so close together 
that we show them as a single line. For example, our single 
plant or three plants would make the epilimnion shallower by 1 ft 
or 7 ft, respectively, owing chiefly to the more rapid heat loss 
associated with an increase of qc. 

Overturn. Fig. 5 indicates that fall overturn is delayed by heat 
and advanced by diffusion, as one would infer from the heat gain 
and loss of the epilimnion by these causes. Diffusion is dominant 
in this case; our typical single plant advances overturn by 3 days, 
while three plants cause an advance of 11 days. A surface intake 
would apparently cause overturn to be delayed. It might be 
interesting to note that, although the overall period of stratifica­
tion would be lengthened by 8 — 3 =• 5 days by a single plant 
with deep intake and no dilution, threefold dilution would ac­
tually shorten the duration of stratification by 3 days. 

Again the final epilimnion depth is nearly a function of time 
alone. For a single plant, the depth is less by 2 ft, and for three 
plants, less by 9 ft. 

Temperature at overturn is raised both by heat and by diffusion 
enhancement, especially the latter. A single plant with surface 
intake would raise the overturn temperature by only 0.5 deg F, 
whereas a plant with deep intake would raise the temperature by 
almost 2 deg F. With threefold dilution, the increase would be 
almost 4 deg F, and three plants would produce a rise of more than 
5 deg F. These temperature effects are very important because 
they mean a significant temperature increase of the hypolimnion. 
The average increase of hypolimnion temperature in the summer 
would be nearly the average of the increases displayed in Figs. 3 
and 5. We show in Fig. 6 the predicted average hypolimnion 
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Fig. 6 Increase of average hypolimnion temperature vs. increase of 
duration of stratification 

temperature increase as a function of the increase of length of the 
stratification period. 

Winter Minimum. Fig. 7 shows that heat and mixing both in­
crease the winter minimum temperature with the date of occur­
rence being essentially unchanged. I t is perhaps important tha t 
for 5 weeks (see Fig. 1) the natural, fully mixed lake is at a tem­
perature less than that for which water has its maximum density 
(39.2 deg F). Following winter minimum, the heat being added 
to the lake therefore produces a negative buoyancy, obviously 
promoting mixing and isothermy. This situation prevails until 
only a week before the onset of stratification. In our model we 
have taken this effect into account by making an empirical choice 
of iV* and by relating N* to (3. However, if there are three 
plants, or even one plant with slightly more than threefold dilu­
tion, there is no negative buoyancy at all, according to Fig. 7. 
In such circumstances our stratification criterion N* may be 
irrelevant and stratification might occur as early as a week after 
winter minimum, that is, about 24 March or 7 weeks earlier than 
at present. 

Concluding Remarks 
The theoretical model presented in this paper has been made 

as simple as possible, not in order to save computer tune but in 
the belief tha t a simple model exposes uncertainties more clearly 
and, if the uncertainties are as numerous as they are in this 
problem, is just as reliable as a more elaborate model. Also, of 
course, a simple model is more readily extended to deal with situa­
tions of greater complexity, such as sounds or estuaries. 

Clearly our most difficult problem is to properly relate the 
"mixing strength" of a power plant to tha t of the natural lake. 
I t is felt that the most crucial environmental-impact questions 
hinge on this particular point, and therefore more research is 
needed to achieve an understanding firm enough to justify public 
decisions of far-reaching importance to water-resource manage­
ment and power-plant economics. 

To emphasize this point, we return to our prediction of hypo­
limnion temperature increase, Fig. 6. The biological importance 
of this effect relates to dissolved-oxygen concentration, which 
would be lowered both by increased temperature and extended 
time of stratification. With this and other concerns in view, the 
FWPCA guidelines [6] suggest that no heat be added to the hy­
polimnion of cold lakes. New York State, and perhaps others, 
presently prohibits thermal discharges into the hypolimnion. 
These requirements are consistent only if one imagines that the 
thermocline is a sort of impermeable membrane; in that case the 
power plant would draw down the thermocline, but not change 
the hypolimnion temperature. The present study emphasizes 
that the natural mass exchange across the thermocline, though 
weak, is still larger than the pumped exchange. Thus the power-
plant pumping must be considered only to modify the natural dif-
fusional process, and the increase of hypolimnion temperature, 

i 'iTe=^3«F ' 

(I - / \ 

( \ \ 1°F 

t \ \ / \ °°F 

3 \ 1/ 1 / 
n \ J\ X 
S 31 - 1 / \ / 1 
| K \ / 60% 

« \ \/ 
H \ X 

0% = ADm 

JS I 1 1 1 L-. 

It Mar 22 28 
D a t e 

Fig. 7 Winter-minimum temperature; dashed line is temperature at which 
water has maximum density (/3 = 0) 

though caused indirectly and amounting to only about half that 
of the average surface temperature, cannot be neglected. 

Finally, the results of the present study suggest that surface 
(or shallow) intakes or closed-circuit condenser cooling which 
eliminate the diffusion enhancement due to pumping would 
diminish what are perhaps the most serious environmental ther­
mal-impact effects. Changes of hypolimnion temperature and 
summer-maximum surface temperature would be minimized (as 
well as nutrient pumping, a matter beyond the scope of this 
paper), though the period of summer stratification would be ex­
tended, perhaps catastrophically, in the case of three plants. 

The opposite strategy, to pump additional water to dilute the 
thermal discharge to the regulated temperature level (3 deg F 
increase) would seem to be out of the question. Our model, 
which is based on the natural lake, could not cope with changes 
of the magnitude that would follow from an eightfold dilution. 
Even a threefold dilution for a single plant would probably trans­
form the character of the lake beyond the range of our empirical 
parameter selections. 
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Brookhaven National Laboratory, 

Upton, N. Y. 

The Effect of Lateral Rod Displacement on 
Laminar-Flow Transfer1 

Heat transfer in longitudinal laminar flow through tightly packed rod bundles is ana­
lyzed for a rod displaced from its symmetrical position. The influences of the P/D 
ratio, the magnitude of a, and the type of thermal boundary condition, etc. on the varia­
tion of the coolant temperature field and the rod-average Nusselt number are investigated. 
Average Nusselt numbers for the displaced rod are calculated for rod bundles with 1.00 < 
P/D < 2.0 and 0 < a < 0.8. The results for the special case of a = 0 (i.e., for sym­
metrical rod bundle) show excellent agreement with those reported by Dwyer and Berry 
[1 ] , s who analyzed numerically the corresponding problem for symmetrical rod bundles. 

L 
Introduction 

HE effect of lateral rod displacement on the heat 
transfer behavior of the displaced rod was recently studied by the 
present author [2] based on the assumption of slug flow. The 
purpose of this paper is to present some of the results obtained 
for the corresponding problem in laminar flow. As before [2], 
two representative types of rod displacement [p0 -*• 1 and p0 -> s 
as shown in Figs. 1(a) and 2(a), respectively] are considered for 
the thermal boundary conditions of (B.C. 1) uniform wall tem­
perature in the circumferential direction and uniform wall heat 
flux in the axial direction, and (B.C. 2) uniform wall heat flux in 
both the circumferential and axial directions. For brevity, dis­
cussion will be restricted only to the case where the central rod is 
displaced along the path p0 -*• ?• 

Analysis 
Boundary Condition 1. Under the conventional • assumptions, 

the fully developed temperature field in the elemental coolant 
flow area is governed by the energy equation 

- 3 - I"— ^ 
2hM L 4A ? 

CO 

+ E *-(£-" 

D -
^2TT 

£") cos nd 

\2TT 2A ) 

1 _ *_L i a r i_ ^ _ 

where T = t — tw and £ = r/r0. In equation (1) the series coef­
ficients 8n and the numerical values for M, which denotes the 
double integral 

1 This work was performed under the auspices of the U. S. Atomic 
Energy Commission. 

2 Numbers in brackets designate References at end of paper. 
Based on a paper contributed by the Heat Transfer Division and 

presented at the Winter Annual Meeting, New York, N. Y., November 
29-December 3, 1970, of T H E AMERICAN SOCIETY OF MECHANICAL 
ENGINEERS. Manuscript received by the Heat Transfer Division 
September, 1970; revised manuscript received June 24, 1971. 

Qf 

2Ar„' 

+ E s»(^n - £n+1) 
71 = 1 

n6 d£d6 = M 

can be obtained, by analogy between the momentum and heat 
transfer, from the previous slug-flow analysis [2]. The appro­
priate boundary conditions to equation (1) are 

~b7 

T = 0 at £ 

= 0 at d = 0 and 6 = ir 

(2) 

(3) 

r i j - g r ad r = 0 at £ = £;(#) 

and for A,-_i < d < A{ (i = 1 ~ 4) (4) 

Q = - 2 J 'r /bT\ 
dd (5) 

where A0 = 0, A ; = E ^i & = 1> 2> 3)> A* = T > a n d t h e f u n c " 
3 = 1 

tions i,i(6) (i = 1 ~ 4) are defined in the Nomenclature. 
In terms of the dimensionless temperature 9 = T/(Q/2kM), 

the temperature solution can be written as 

9 = T/(Q/2kM) = x0 + X& + x£* - K3¥ In £ + Kt In £ 
CO 

+ E Hn(£~n ~~ S") C0S ne 

B = l 

Si ^ \ ^ n) 4(1 + n) 2(1 - n2) 
cos nd (6) 

Journal of Heat Transfer MAY 1972 / 169 Copyright © 1972 by ASME

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1(a) 

cosa2cos& „ rcosa?sinfl4 

——J fsinS + - T T | -7-1 0099 

Fig. Kb) 

Fig. 1 Cross section of asymmetrical rod bundle for the case where the 
central rod is displaced toward an adjacent rod (p0 —*• q displacement) 

where 

Hn = 2kMDJQ, Xo 
\ 644 8wJ' 

1 ?-o2 _ r^ 

' ~~ 644 ' 

and %i 

1 , U* 
x3 = 

8TT 8A 

\8TT 164 v ) 

Fig. 2(a) 

Fig. 2(h) 

Fig. 2 Cross section of asymmetrical rod bundle for the case where 
the central rod is displaced toward the midpoint of the line connecting the 
centers of two neighboring rods (p0 —*• s displacement) 

The only unknowns in equation (6) are the series expansion coef­
ficients Hn, which will be determined so tha t equation (4) is 
satisfied. By taking the dot product of nt (i = 1 ~ 4) and the 
gradient of T, these conditions can be seen to be tantamount to 
(at £ = UO) and for A,-_, < 9 < A,-): 

-Nomenclature-

»i(i = 1 

4 = 2 X [cross-hatched 
area in Fig. 1(a)] 

Cp = specific heat 
D = diameter of rods 

Dn = constants 
P = pitch, or the distance 

between rod centers 
Q = heat transfer rate per 

unit length 
= Ai volumetric flow 

rate 
k — thermal conductivity 

of coolant 
fcj = cos ai cos ft/sin (ft + 

fe = 1 — [cos a i sin ft/sin 
(ft + a.)] 

mx = cos cfe cos ft/sin (ft + 
as) 

)»! = [cos eft sin ft/sin (ft + 
a.)] - 1 

-• 4) = unit vectors normal to 
the outer boundary 
lines ab, be, cd, and 

V 
?«. 

r 

ro 

*o 

W 

Wi 

Wi 

z 

oti, m 

r2 

d e i n F i g . 1(b) 
= fluid pressure 
= local wall heat flux 
= radial coordinate dis­

tance 
= radius of rods 
= temperature 
= bulk fluid temperature 
= wall temperature 
= uniform inlet fluid tem­

perature 
= average fluid velocity 
= diAo 
= di/r„. 

= axial coordinate dis­
tance 

= angles shown in Fig. 
1(6) or 2(6) 

= sin 6/wi 

_!_ 

~ J 
"tan «i sin 6 — cos 8~\ 

X 

X tan ai cos 6 + sin d_ 

[cos 8 + tan ai sin 0~| 
tan a2 cos 9 — sin 9 J 

r 4 = —sin 8/wi 

6 = azimuthal angle de­
fined in Fig. 1(a) 

0f(i = 1 ~ 4) = angles shown in Fig. 
1(6) 

/u = viscosity of fluid 
£i = Wi/cos d 

£2 = v>i/(h sin 8 + fe cos 8) 

£a = W ( w i sin (9 + wis cos 

£4 = —W2/C0S 6 
p = density of fluid 
a = actual displacement 

distance/dm^ where 
dmax is the maxi­
mum distance possi­
ble for the displace­
ment 
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(i = 1 ~ 4) (7) 

where T{ (i = 1 ~ 4) are shown in the Nomenclature. 

Evaluating —- and —- from equation (6) and substituting them r0
2 

into equation (7), the following equation is obtained for the de- L 

termination of the Hn coefficients: 

Boundary Condition 2. Redefining the dimensionless tempera­

ture as T = (t — U)/{irr0qw/kM) and letting t) = 4Mz/(7rr0Pe) 

where Pe = 2AupCp/Tr0k denotes the Peclet number, the govern­

ing energy equation, in this case, takes the form 

1) 
\2TT 2A J 

l n £ 

£ ) » » . { ( £ r " - 1 + f*"-1) cos n0 - I \ . (0) (£ r » - l?) sin n0} = ^ + ~ ^ &' - (~ + ~~) & In & 

(2 + A - *•)&» (2 - k - k*)&+k - 2jfc^,.*-i 

+ r;(0) x: s, 
fc = i 

4(1 - A2) 

/c(l + k)&-« - fc(l - A ) ^ + 2 

cos kd 

2k^k 

4(1 - A;2) 
sin kd (8) 

The technique which involves construction of a set of orthonormal 

vectors, followed by solving a set of simultaneous equations, was 

employed to determine those coefficients. The details of this 

technique were described in the previous paper [2]. For ref­

erence, some of the Hn coefficients thus calculated are tabulated 

in Table 1 for P/D = 1.10 and for a = 0.0 and 0.5. Having de­

termined the Hn coefficients, the rod-average Nusselt number, for 

example, can be derived as follows: 

+ X ) <>»(?~n ~~ £") c o s n® 

N u , = -j 

'2AM1 

ir2r0
2 . 

where 

G& 9) 
4A 

4 n A; /»i 

Z f I 
1 = 1 J A; _! J 1 

(9) 
£G(£, 0)0d£d0 

« • - > - ( £ + ^ ) " « 

d £ 2 £ ' £>£ £ 2 £>02 } 

The appropriate thermal boundary conditions are those given by 

equations (3), (4), and 

dT/c)£ = -M/T at J = 1 

The temperature solution to this problem can ultimately be writ­
ten as 

' \ 8 x 16A/ s 64A e \ 8 i r 8A J s s 

( M" 1 rn2 1 

— + - + ~~ In £ + 2 A. ' (£" + *-") o°s»0 
TT 87T 164 J ^ 

+ £ 8,(1-» - £») 
7 1 = 1 

A 5 {»-» _ £"+2 _ £-

„ = i " U ( l - n) 4(1 + n) 2(1 - n2) 
cos nd (11) 

Table 1 Calculated series coefficients for the p0 

o=0.0 

M=-5.4829(3)* 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

1 1 

12 

13 

14 

15 

16 

17 

1 8 

1 9 

20 

* 

- 1 . 1 1 2 9 ( 8 ) * 

-4 .9054(7) 

1.4131(8) 

-2 .2078(7) 

-1 .0667(8) 

-4 .5067(3) 

7.5164(9) 

7.7998(9) 

-2 .8009(9) 

5.8344(9) 

1.7136(10) 

8.5523(5) 

1.0681(9) 

-2 .0149(9 ) 

6.3072(9) 

9.0043(9) 

-4 .0762(9 ) 

4 .0616(6) 

2 .7605(9) 

-3 .9731(9 ) 

X(a) means' X 

- 1 . 5 3 0 1 ( 9 ) * 

-3 .0627(8) 

9.6145(10) 

-6 .4986(9) 

- 5 . 0 5 8 9 ( i 0 ) 

- 4 .5699 (5 ) ' 

2.9629(10) 

-9 .3784(10) 

-5 .4028(11) 

-3 .7396(10) 

-2 .1738(11) 

-4 .0645(6) 

4.6827(11) 

-6 .7392(11) 

1.7283(10) 

2.1559(10) 

-1 .0772(10) 

-5 .2324(8) 

7.0827(11) 

-9 .7977(11) 

X 1 0 " a 

3.4447 (7)* 

-1 .5181(7) 

-1 .1729(8) 

-2 .1572(8) 

-9 .4729(9) 

-3 .3942(4) 

6.4045(9) 

-1 .6315(9) 

-6 .9481(10) 

-7 .8002(10) 

2J0398(10) 

•1.0503(7) 

-1 .0879(10) 

2.6075(10) 

-4 .9207(10) 

-6 .2983(10) 

2.7793(10) 

-1 .2467(7) 

-1 .9469(10) 

3.1198(10) 
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8 

9 

10 

1 1 

12 

13 

14 

15 

16 

17 
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20 

*- q displacem 

6 n 

- 2 . 4 3 8 ( 2 ) * 

3.52.33 (4) 

-2 .5703(5) 

-3 .3793(4) 

-1 .9641(3) 

-4 .2714(3) 

4 .3993(4) 

3.2042(6) 

1.3026(5) 

4.9420(5). 

9.9733(5) 

9.3555(5) 

7.1461(6) 

-5 .9610(7 ) 

2.1168(6) 

5.0561(6) 

6.4202(6) 

3.0507(6) 

-3 .5988(7) 

-3 .9604(8 ) 

ent with P/D = 1 

a=0 .5 

M=-6.0075(3)* 

H n 

- 2 . 4 1 8 3 ( 3 ) * 

-2 .0531(5 ) 

6.5676(7) 

-2 .0061(5) 

-6 .6555(5) 

-4 .6557(7) 

-1 .6419(5) 

2.7564(6) 

9.3269(8) 

-5 .3511(7) 

-2 .4986(6) 

-3 .1536(6) 

7.5364(7) 

9.8489(8) 

3.1573(8) 

3.7198(8) 

1.0608(8) 

2.3086(8) 

3.8415(8) 

-1 .1655(9) 

1 

D ' 
n 

- 8 . 0 7 4 8 ( 3 ) * 

-1 .9117(4) 

1.5573(5) 

1.0029(4) 

1.1685(5) 

-3 .9841(4) 

-7 .7652(5) 

-1 .1592(5) 

1.0752(6) 

3.0779(6) 

-9 .4432(7) 

-3 .8002(6) 

-3 .9820(6) 

-1 .1192(6 ) 

4 .5898(7) 

5.6559(7) 

-1 .5087(7 ) 

-1 .0549(6 ) 

-4 .6253(7 ) 

2 .6122(8) 
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Fig. 3 Calculated rod-average Nussell numbers for the p0 —*• q displace­
ment under boundary conditions 1 and 2 
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Fig. 4 Calculated rod-average Nusselt numbers for the p0 ^>- s displace 
ment under boundary conditions 1 and 2 

where Ax can be calculated by using the following equation 

4 /»A; rti r r„a 
Al = 

M '£/:/:#-» 
+ E S»^B - *") •] 

(1 + -) 

\2ir 2A) 

xtf + Xip - x3£
2 In £ 

In 

+ 
7 1 = 1 I 

n = l 

f,H 

4(1 - n) _ 4(1 + T ) ~~ 2(1 - nz) 
£- ]# cos n0 d$dB 

Some of the calculated Dn' coefficients are also tabulated in 
Table 1. The expression for the average Nusselt number, based 

on the average temperature difference, (tm — 4) o v = 

(tw — tb)dd in this case, can be derived as 

(2AM/7T2r0
2) 

NIL, = 
Xi + x* + Ai 

A. C" 
* Jo 

(12) 

Discussion of the Computational Results 
To verify the correctness of the temperature solutions obtained, 

the Hn coefficients determined by constructing the orthonormal 
set of functions and by solving the system of simultaneous equa­
tions were employed to calculate the function given by the left-
hand side of equation (8) for the integral angles ranging from 0 to 
180 deg. The numerical values of this function were then com­
pared with the right side of the equation and excellent agreement 
was obtained. This verifies that the temperature solutions ob­
tained in this study indeed satisfy the required boundary condi­
tions. 

The calculated average Nusselt numbers Nu ( and Nu„ are 

shown in Figs. 3 and 4 for the po —»• q and p0 —*• s displacements 
respectively. The Nusselt numbers corresponding to cr = 0 rep­
resent those for the case of symmetrical rod bundles (i.e., rod 
bundles with zero displacement). They were found to agree 
very well with those reported by Dwyer and Berry [1], who 
analyzed the corresponding problem for symmetrical rod bundles 
by using the finite-difference numerical approach. 

Figs. 3 and 4 clearly show tha t displacing a rod from its sym­
metrical position can cause considerable reduction in the average 
Nusselt number of the displaced rod. To what extent the dis­
placement affects the heat transfer depends not only on the mag­
nitude of cr and the P/D ratio of rod bundles, but also on the type 
of boundary condition imposed. In general, the effect is much 
larger if the heat transfer occurs under boundary condition 2. 
For example, for a rod bundle with P/D of 1.1, a displacement 
corresponding to cr = 0.5 in the pa -*• q direction causes roughly 
14 percent reduction in Nu ( , while Nug is reduced by as much as 
88 percent. If the results shown in Figs. 3 and 4 are compared 
with those for slug flow reported in the previous paper [2], it can 
be concluded that the effect of rod displacement is, in general, 
larger for laminar flow than for slug flow. This is to be expected 
because nonuniformity in velocity field tends to cause a larger 
circumferential variation of coolant fluid temperature. For the 
aforecited example, the corresponding percentage reductions in 
Nui and N u , for slug flow are 9 and 83 percent, respectively. 

To illustrate more clearly how the effect of rod displacement de­
pends on the P/D ratio of rod bundle, the fractional displacement 
distance cr, and the type of thermal boundary condition imposed, 
the normalized Nusselt numbers, Nu,/[Nu,]o or Nu(/[Nu<]o, are 
plotted in Figs. 5 and 6 as a function of both cr and D/P. The 
normalized Nusselt number is defined to be the ratio of the aver­
age Nusselt number to the Nusselt number corresponding to cr = 
0 (i.e., zero displacement). I t can be observed that , for a fixed 
P/D ratio, the normalized Nusselt number is more sensitive to the 
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Fig. 5 Normalized average Nusselt numbers for the po —* q displace­
ment under boundary condition 2 

Fig. 6 Normalized average Nusselt numbers For the p0 —*• s displace­
ment under boundary condition 1 

variation of <r if the heat transfer occurs under boundary condi­
tion 2. I t is of particular interest to note from Fig. 5 that for all 
the d values considered, the curves for Nu8/[Nu8]o go through a 
minimum at D/P of «0 .83 (or equivalently at P/D of »1.205). 
In other words, for heat transfer in laminar flow subject to 
boundary condition 2, the effect of rod displacement is most 
severe if the P/D ratio of the rod bundle is in the vicinity of 1.205. 
In the previous study it was found that, for slug flow, such a 
curve goes through a minimum at P/D »1 .11 . I t is pertinent 
to remark that , for a symmetrical rod bundle, if the average heat 
transfer coefficient (instead of average Nusselt number) is plotted 
versus the P/D ratio, i t will be observed tha t such a curve goes 
through a maximum at P/D of ~ 1.205 for laminar flow and at 
P/D »1.115 for slug flow. Such curves have been prepared by 
Dwyer and Berry and are shown in reference [1]. For beat trans­
fer subject to uniform wall heat flux in all directions, the P/D 
ratio of rod bundle for which the effect of rod displacement is 
most severe is thus seen to coincide with that of a symmetrical 
rod bundle for which the average heat transfer coefficient is a 

maximum. This observation also tends to attest to the con­
sistency of the present analysis. For heat transfer under bound­
ary condition 1, however, the behavior of the normalized Nusselt 
number is quite different, as can be seen from Fig. 6. In this 
case, the effect of rod displacement is largest if the P/D ratio of 
the rod bundle is 2.0; it diminishes continuously as the P/D ratio 
approaches unity. I t is to be noted that the largest P/D ratio 
considered in this study is 2.0 and that for a fixed set of P/D and 
a the actual distance the rod is displaced is larger for the p« —»• s 
displacement than for the po —*• q displacement. 
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Experimental Investigation of Heat Transfer 
from Partially Ionized Argon with an 
Applied Transverse Magnetic Field1 

Wall heat transfer measurements were obtained for laminar flow of partially ionized 
argon flowing within the conducting walls of a square channel, with and without an 
applied transverse magnetic field. Tests were conducted for subsonic flows and for flows 
which were supersonic before a magnetic field was applied. Increases in Stanton num­
ber by a factor of as much as six were observed at field strengths approaching 10 kG as 
compared to values at zero magnetic field. These large increases in heat transfer are 
believed to have been due to (1) a small amount of joule heating augmented or accom­
panied by (2) magnetically induced ionization. Heat transfer and flow data were used 
to estimate effective values of the joule heating parameter, Hall coefficient, and current 
density. The experimental data have been compared to theoretical predictions for 
several limiting cases. 

Introduction 

I EW EXPERIMENTAL results for convective heat trans­
fer in internal flows of partially ionized gases with applied fields 
are available. This investigation was undertaken to obtain ex­
perimental heat transfer distributions for an ionized gas flowing 
in a channel under the influence of an applied transverse mag­
netic field. There were no applied electric fields in these experi­
ments. Argon was pre-ionized by means of a conventional elec­
tric-arc heater and then flowed into a square constant-area chan­
nel. The four walls of the channel were cooled individually and 
formed a continuous hollow metallic conductor. Heat transfer 
measurements were made in a region 4.5 to 6.5 channel heights 
downstream of the anode exit of the arc heater in a test section 
situated between the pole pieces of a d-c electromagnet. Flows 
were laminar and subsonic in most cases, but in some tests the 
flow entering the test section was supersonic before the magnetic 
field was applied. 

Heat transfer changes brought about by a magnetic field arise 
primarily through changes in temperature distribution in the gas 
provided that ionization effects, heating of the walls by electron 

1 This work presents the results of one phase of research carried out 
in the Propulsion Research and Advanced Concepts Section of the 
Jet Propulsion Laboratory, California Institute of Technology, under 
contract NAS7-100, sponsored by the National Aeronautics and 
Space Administration. 

Based on a paper contributed by the Heat Transfer Division and 
presented at the Space Technology and Heat Transfer Conference, 
Los Angeles, Calif., June 21-24, 1970, of T H E AMERICAN SOCIETY OF 
MECHANICAL ENGINEEBS as Paper No. 70-HT/SpT-43. Manuscript 
received by the Heat Transfer Division April 3, 1970; revised manu­
script received November 26, 1970. 

bombardment, and thermal radiation are negligible. Many 
theoretical heat transfer analyses are available for laminar incom­
pressible flow with applied electric and magnetic fields [1-5]!; 
these results do not account for ionization, thermal radiation, wall 
conductance, or Hall effects. Finite wall conductance has been 
considered by Yen [6] and Snyder [7]; Hwang et al. [8] have con­
sidered compressibility. Eraslan and Eraslan [9] included Hall 
effects in their analyses and obtained results for strong Hall ef­
fects, but their t reatment is unrealistic physically for thermally 
ionized gases. None of the analyses cited can be applied rigor­
ously to the present experiment. 

From a simplified theory such as was presented by Back [5], 
large increases in convective heat transfer are predicted for lami­
nar flow with large joule heating. An applied magnetic field 
alone should produce an increase in wall heat transfer compared 
to a zero-field condition because the electric field induced in the 
moving fluid alters the temperature distribution within the fluid 
such that larger gradients occur at the wall. I t is interesting that 
experiments with liquid metals and electrolytes [10-12] show the 
opposite effect, tha t is, application of a magnetic field produced a 
reduction in convective heat transfer. However, those results 
were performed for flow in the turbulent regime under conditions 
when joule heating was small or negligible. In general, the de­
crease in heat transfer found experimentally for turbulent flow of 
liquids in a transverse magnetic field has been ascribed to the 
suppression of turbulence by the magnetic field." 

Two sources of heat transfer data for partially ionized argon 
with an applied magnetic field are available. Dukowicz [13] 
performed experiments in a square shock tube that had conduct-

1 Numbers in brackets designate References at end of paper. 
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mospheric pressures upstream of the electric arc, either tan-
gentially or radially. Gas temperatures at the exit of the arc 
heater were typically of the order of 18,000 deg R, but were usu­
ally much less at the entrance to the test section. Individual 
walls in the square channel were designated A, B, C, D (Fig. 1). 
The square channel was isolated electrically from the rest of the 
apparatus and acquired its own floating potential with respect to 
the plasma. The apparatus was connected to a vacuum system 
so that mass rate of flow and pressure in the test section could be 
varied independently. All parts were cooled with distilled water. 
Each wall of the inlet section was cooled in a single axial pass so 
that longitudinal distribution of heat transfer in the inlet section 
was not determined. Pressure taps were distributed axially 
along each of the four walls of the inlet section but only along side 
walls B and D in the test section. Each wall of each of the four 
copper segments of the test section was cooled individually; water 
flow was transverse to the direction of gas flow. 

Rectangular cavities were located in upper wall A and lower 
wall C of the second and fourth segments of the test section. 
These cavities did not affect the heat transfer results for zero-field 
conditions seriously, so tha t the zero-field results are presented for 
the second and third segments of the test section. However, a t 
high magnetic fields the cavities caused significant disturbances 
to the local heat flux [15] so tha t results with an applied mag­
netic field are presented only for the first segment of the test 
section. 

Magnetic field distribution with respect to the apparatus is 
shown in Fig. 1 for zero-flow conditions. This distribution was 
essentially independent of the strength of the field Bc at the center 
of the pole pieces. Maximum field strengths available at the 
center of the magnet pole pieces were nearly 10 kG. The direc­
tion of field indicated in Fig. 1 is designated as "forward" field; 
with reverse polarity on the magnet the field was opposite in 
sense to that shown and this is designated "reverse" field. 
There were no applied electric fields. 

Argon mass rate of flow and inlet total temperature were 
measured by means of calibrated rotometers and a total-tempera­
ture thermocouple. Power input to the arc was determined from 
separate measurements of arc current and voltage; overall energy 
balances on the system accounted for the electric power input to 
within 3 or 4 percent. Static pressures along the walls of the 
channel were measured by means of oil manometers. Coolant-
water flow rates were measured for each coolant passage using 
calibrated rotometers and were recorded simultaneously with 
direct-printout thermocouple readings for water temperature rise 
in each passage. Gas-side wall temperature in the copper seg-

Nomenclature 

a 
B 
E 

Ec 

H 
Ha 

W 

.7 

K 

k 
I 

m 
n 

Pr 

= channel half-height, 2a = 2 in. 
= applied magnetic field strength 
= electric field strength 
= Eckert number, Ec = M2/cp(r,- — 

TJ 
= enthalpy per unit mass 
= Hartmann number, Ha = Ba 

X (<Xo/V)I/2 

= local heat transfer coefficient, h' 
= qJ(Hb - HJ 

= electric current density, current 
per unit area, induced 

= electric field factor or load factor, 
K = E/uB 

= thermal conductivity 
= length of channel in direction of 

= mass rate of flow 
= particle number density, per unit 

volume 
= Prandt l number, Pr = \xcv/k 

V = 
Q* = 

Q = 

i = 
Re = 

Re„ = 

S = 

St = 
T = 
u = 

x = 

X = 

static pressure at wall 
nondimensional local wall heat 

flux, Q* = 2acpqJki{Hti -

HJ 
nondimensional heat transfer 

group, Q = qw(2a/u2n) 
local heat flux 
Reynolds number, Re = m/(2a)fi 
magnetic Reynolds number, Rem 

= /ioCoM(2a) where yu0 = mag­
netic permeability 

joule heating parameter, £ = 
Ha 2 Ec(l - K)2Pr 

Stanton number, St = h'/pu 
absolute temperature 
bulk gas velocity in axial direc-

axial coordinate, positive in direc­
tion of flow 

nondimensional axial coordinate, 
x = (a-/2a)/Re Pr 

z = 

a = 

0. = 
M = 

P = 

(To = 

= transverse coordinate perpen­
dicular to x and direction of B 

- ionization fraction, a = nj(ne + 
n . ) 

= Hall coefficient, /S, = coeT„ 
= viscosity 
= density 
= scalar electrical conductivity, 

zero magnetic field 

Subscripts 

a, e = 
b = 

eff = 
i — 

0 = 

t = 
V) = 

refer to atom, electron respectively 

bulk value 

inlet condition 
condition at zero .applied mag­

netic field 
total or stagnation condition 
wall 
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Fig. 1 Heat transfer apparatus and distribution of magnetic field along 

channel centerline 

ing walls. Carlson [14] used a linear accelerator of nearly square 
cross section operating a t open-circuit conditions. Carlson's re­
sults were obtained for steady supersonic flow. Both investiga­
tors [13, 14] found large increases in heat transfer due to an ap­
plied magnetic field, but their results are difficult to compare with 
the present results because of differences in test conditions and 
differences in presenting data. 

Test Apparatus and instrumentation 
The heat transfer apparatus shown schematically in the upper 

portion of Fig. 1 consisted of an arc heater, inlet section, test sec­
tion, and exhaust duct. The inlet section and the test section to­
gether formed a 2-in. square channel having a constant cross-sec­
tional area, whereas the arc heater and exhaust duct were axisym-
metric. The anode throat was 0.75 in. in diameter and formed 
an exit orifice for the arc heater. Argon was injected at subat-
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Fig. 2 Laminar heal transfer in a square channel, zero magnetic field 

ments of the test section varied from 300 to 700 deg F . Heat 
flux distributions to the walls of the channel were determined 
calorimetrioally. This method yielded a measure of the total 
heat transfer to the walls due to all contributory mechanisms. 
No internal or spectroscopic measurements were made. 

Experimental Procedure and Data Analysis 
The desired steady-state flow condition was established without 

an applied magnetic field by selecting mass rate of flow, pressure 
in the test section, and arc current; a magnetic field was applied 
in selected increments of field strength according to several pro­
cedures [15]. An entire set of data was recorded at steady-state 
conditions for each value of applied magnetic field without alter­
ing any pre-set flow conditions or arc conditions. Such a set of 
data comprised a "test series." Most of the tests were con­
ducted using tangential injection (flow with swirl) because a 
considerably higher input energy was imparted to the gas for the 
same test-section pressure and arc current than for radial injec­
tion (flow without swirl). 

Average or bulk values of the total enthalpy along the duct were 
established by an energy balance. Total enthalpy obtained this 
way was independent of the presence or absence of nonequi-
librium. The unknown factors were static temperature and 
density, bulk velocity, and ionization fraction. Assuming 
equilibrium conditions, bulk values for the unknown factors were 
computed by iteration of the conservation equations [15]. 
Transport properties were taken from deVoto [16]. Stagnation 
conditions were computed from entropy relations assuming an 
isentropic process between the static state and the total or stag­
nation state. Semi-local bulk values of the flow parameters were 
obtained along the channel by this procedure; calculations were 
performed by electronic computer. The ranges of flow parame­
ters covered in these experiments have been given previously [15]. 

Results for Zero Applied Magnetic Field 
Heat transfer results at zero magnetic field are presented in 

terms of the nondimensional heat flux Q* and the axial variable x 
(Fig. 2) for convenient comparison with the constant-property 
slug-flow model of Back [5] for zero joule heating. In this 
representation it was necessary to determine inlet conditions 
which, in this case, were taken to correspond to the point of flow 
attachment within the inlet section, Fig. 1. The procedure for 
accomplishing this has been outlined previously [15]. Results 
shown in Fig. 2 include data for the second and third segments of 
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the test section; equilibrium was assumed. The latter assumn-
tion would lead to estimates of static bulk temperature that woul.i 
be too large if nonequilibrium conditions existed. 

Fig. 2 indicates that the experimental results are about 70 per­
cent below the slug-flow prediction. This is in general agreemei 11 
with the work of Back and Witte [17] who have shown that tin' 
actual heat flux for low-speed constant-property flow over a fl.ii 
plate is 70 percent less than a slug-flow prediction for Pr = l.i). 
Within the scatter of the data, no consistent or significant efferis 
of swirl, free-stream ionization, or nonequilibrium were apparen!. 
Several other comparisons have been made with theories avail­
able, but these have not been included in Fig. 2. The experi­
mental data are approximately 17 percent below a variabii1-
property prediction of Back [18] for highly cooled flat plates wii li 
Pr = 0.667 in the range 0.005 < x < 0.05. The present data ex­
ceed the constant-property prediction of Montgomery and Wi-
bulswas [19] for a square duct with Pr = 0.72. However, tin1 

agreement was relatively good, in the latter case, such that tin1 

prediction was within 5 percent of the data in the range 0.005 <' x 
< 0.03. 

Direct comparison with published experimental results for -\:\ 
argon plasma is difficult because few data are available within =• •• 
equivalent range of flow parameters, and results are usually piv-
sented in terms of other heat transfer groups. Schmidt a,,;l 
Leppert [20] have published data for argon in a 0.5-in-dia tubr: 
absolute gas temperatures in their experiments exceeded tho.-i--
obtained here by a factor of two or more so that thermal radiati"H 
may have contributed significantly to their results. On a Nu*-
selt number basis, the present data slightly overlap the data •<< 
Schmidt and Leppert at lower x but fall below their data at high'1:1 

x by factors varying from two to three [15]. 

General Results at Maximum Magnetic Field 
The data obtained with a magnetic field will be presented "i 

terms of the local Stanton number St and the local heat trans: r" 
coefficient h' because these groups involved no transport propi-f-
ties and were not dependent on an assumption of thermal equi­
librium. 

and 

h' = gJ(H,,h - Hm) 

St = h'/(pu) 

P 

A zero subscript attached to these parameters is used to design!1 '• i 
values for zero magnetic field. Since the mass flux pu was not in­
fluenced by the magnetic field in these experiments. 
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Table 1 Values of parameters a} center of first segment of test section 
for selected tests with swirl (arc input current of 2 0 0 0 a m p ) * 

m 

Item 

lb / s ec 

p (Avg) paia 

\ b 

\ 
•a 

K® 

ReP* 

Ee 

& 

»e 

111 

**Ha 

3z 

**S 

Btu/lb 

'S. 

f t / sec 

3 pee cm 

amp/ in 

(for K = 0} 

Test Seriea I8H 

Zero 
Field 

Maximum 
Forward 

Field 

0.007 

0.856 

2,795 

16,670 

1,365 

270 

81 

0.028 

0.037 

1.65 
X10I5 

-

-

_ 

-

0.901 

2,431 

15,980 

1,235 

260 

87 

0.027 

0.023 

1.10 
x 10'5 

0.05 

64 

435 

37 

Teat Series 25H 

Zero 
Field 

Maximum 
Forward 

Field 

0.005 

0.363 

3,906 

17, 340 

2,505 

230 

57 

0.066 

0.088 

x 1015 

_ 

_ 

_ 

-

0.424 

2,997 

16,500 

1,965 

200 

59 

0.054 

0.047 

1.05 
X1015 

0.09 

71 

780 

80 

Test Series 26H 

Zero 
Field 

Maximum 
Forward 

Field 

0.007 

0,211 

2,921 

15,310 

5,030 

260 

93 

0.36 

0,028 

x 1015 

-

-

-

-

0.320 

2,213 

14,520 

3,100 

260 

104 

0.18 

0.012 

0.23 
x 10l5 

0.095 

56 

825 

230 

*Computed from energy balance, assuming equilibrium. 

**Based on scalar electr ical conductivity [16], 

st_ 
St„ 

h/_ 

h0' 
(3) 

A summary of the general effect that maximum magnetic field 
had on convective heat transfer is given (Fig. 3) in terms of the 
static pressure in the test section. These results refer to the first 
segment of the test section and are given only for upper wall A 
and lower wall C, both of which were perpendicular to the direc­
tion of the applied magnetic field. Side walls will be discussed 
later. The ratio St/Sto represents the relative increase in Stanton 
number caused by the magnetic field over the value obtained at 
zero field. Although there is considerable scatter in the data, the 
trend with pressure is unmistakable. Examination of Fig. 3 re­
veals no obvious or consistent differences arising from the orien­
tation of the applied field or from the presence of swirl in the flow. 
Swirl velocities were probably small compared to axial velocities 
since the tangential injection velocity upstream of the arc heater 
never exceeded 15 percent of the axial velocity in the test section. 

Results for Selected Tests with Applied Magnetic Field 
Flow deceleration caused by the magnetic field was accom­

panied by an increased static pressure, and pressure peaks 
occurred in the inlet section. In addition, the magnetic field 
caused a decrease in both enthalpy and static temperature, due to 
the increased heat transfer, and more pronounced axial tempera­
ture gradients. Increases in static pressure due to the magnetic 
field were larger on walls perpendicular to the magnetic field than 
for walls parallel to the magnetic field [15]. Table 1 presents a 
list of parameters computed for the first segment of the test sec­
tion when the arc current was 2000 amp. 

Again, Stanton number was used as the dependent variable and 
the local heat transfer coefficient was based on bulk total-en­
thalpy difference. The applied magnetic field was used directly 
as the independent variable because it was the only parameter 
varied deliberately within a test series. The joule heating pa­
rameter S, which is a nondimensional form of the term j'/a ap­
pearing in the energy equation [5], was discarded for use because 
of the uncertainty associated with establishing the gas electrical 
conductivity in the present experiments. In the absence of Hall 
or ion-slip effects, the joule heating term is written 

"1 1 1 r 
HORIZONTAL WALLS 
(PERPENDICULAR TO 

MAGNETIC FIELD) 

O WALL A , FORWARD FIELD 
# WALLA, REVERSE FIELD 
O WALL C, FORWARD FIELD 
# WALLC, REVERSE FIELD 

r — i i i 
VERTICAL SIDEWALLS 

(PARALLEL TO MAGNETIC FIELD) 

A WALL B, FORWARD FIELD 

A WALL 8, REVERSE FIELD 

• WALL D, FORWARD FIELD" 

• WALL D, REVERSE FIELD 

0 2 4 6 8 10 0 2 4 6 8 10 

APPLIED MAGNETIC FIELD, kG 

Fig. 4 Effect of magnetic field on heaf transfer in first segment of test 
section, test series 26H (flow with swirl) 

0'7<*>) = O V / T O ) = owaB»(i - Ky 

which is nondimensionalized as 

(4) 

S = O'VffoMaVWr,- - TJ] = Ha*Ec(l - K)'?r (5) 

In the absence of an applied electric field, K = 0, so that the 
joule heating parameter reduces to S = Ha2 Ec Pr. The term 
joule heating is misleading when no applied electric field is present 
because a magnetic field does not alter the total energy content of 
the gas. Although it is theoretically possible for a magnetic field 
to cause a positive axial bulk-temperature gradient for laminar 
incompressible flow [5], this was never observed in the present 
experiments. 

Heat transfer results for test series 2611 are given in Fig. 4; 
horizontal walls A and C were perpendicular to the direction of the 
applied magnetic field whereas side walls B and D were parallel 
to the direction of the applied field. Heat transfer to horizontal 
walls A and C generally increased as the strength of the applied 
magnetic field increased, regardless of the direction of the applied 
field. Results for other test series are given in [15]. With the 
possible exception of test series 26H there was no evidence that 
any effect of swirl existed because the trends of the curves did not 
show any consistent dependence on the direction of the magnetic 
field. Results obtained without swirl were the same qualita­
tively and exhibited the same trends as cases of flow with swirl. 

Results for side walls B and D differed from results foi- walls A 
and C and varied from test series to test series. In test series 
18H one of the' side walls experienced only small increases in heat 
transfer, whereas the opposite wall experienced a sharp decrease 
in heat transfer. The effect on the walls became reversed when 
the magnetic field was reversed; this result was confirmed by 
visual observation of lateral (side-to-side) deflection of the ex­
haust plume. The same behavior occurred in test series 25H 
except that increases in heat transfer were evident as well as de­
creases. However, in test series 26H (Fig. 4), forward mag­
netic field produced moderate increases in heat transfer on both 
side walls and a different result when the magnetic field was re­
versed. 

The large relative increases in Stanton number produced at 
walls A and C as a result of the magnetic field (Figs. 3 and 4) are 
clearly significant. In order to show that these increases often 
offset any decreases in heat transfer to the side walls, the average 
Stanton numbers for the four walls are displayed in Fig. 5 for 
three test series. The fact that the curves are reasonably sym­
metric with respect to the zero-field condition indicates that the 
direction of the applied magnetic field was not very important. 
The increases in average relative heat transfer were significant for 
test series 25H and 26H but not for test series 18H. 
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Fig. 5 Heat transfer in first segment of test section averaged over four 
walls of channel 
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Fig. 6 Comparison of effective joule heating parameter with theoretical 
values; Sett obtained from forced correlation between experiment and 
modified slug-flow theory [5]; theoretical S calculated for K — 0 

Factors Affecting Flow and Heat Transfer 
A detailed discussion of the many factors that could have in­

fluenced the convective heat transfer in these experiments is 
beyond the scope of this paper. The importance of several 
factors has been estimated [15]; the effects of axial heat conduc­
tion, thermal radiation, ionization, free convection, and swirl in 
the flow were not considered significant. 

For zero magnetic field the combined cumulative effects due to 
experimental scatter and other factors could have been of the 
order of 20 to 30 percent. However, the effects of the magnetic 
field on total transfer to the wall were, in many cases, much 
larger than that. Departures from thermal equilibrium are be­
lieved to have been small with zero magnetic field; with strong 
magnetic field the likelihood of nonequilibrium and enhanced 
ionization fraction may have been large [21, 22]. Even if inter­
nal measurements of electron and heavy-particle temperature had 
been made in the present experiments, the effect of nonequi­
librium on heat transfer would not have been clearly established 
because of uncertainty associated with gas transport properties. 

The effect of the magnetic field on heat transfer was probably 
controlled to a large extent'by the magnitude and direction of the 
induced current flow within the gas. Because the walls were 
relatively cold in these experiments, the adjacent boundary layers 
were of low electrical conductivity. I t is believed that current 
flow did not penetrate the boundary layers and was confined to 
the gas despite the presence of conducting walls; heating of the 
walls by electron impingement or by internal electrical power dis­
sipation were not considered significant [15]. 

If ionization, thermal radiation, and electron heating effects are 
excluded, local heat transfer to a wall could increase due to (1) an 
increased temperature gradient at the wall, (2) an increased ther­
mal conductivity of the gas at or near the wall, or (3) a combina­
tion of (1) and (2). In the present experiments, the applied mag­
netic field produced large increases in heat transfer to the walls at 
a given axial location, despite reductions in the local bulk tem­
perature and enthalpy of the gas. At walls perpendicular to the 
direction of the applied field, it is expected tha t the thickness of 
both the velocity and thermal boundary layers would be de-
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Fig. 7 Comparison of effective Hall coefficient with theoretical values; 
(/M..ff obtained from results of Fig. 6 

creased by the action of the magnetic field. This would cause 
higher velocity and temperature gradients at the wall compared 
to zero-field conditions. However, the thermal conductivity of 
the gas would not have been greatly altered at those walls, and 
could have been enhanced in the presence of nonequilibrium 
ionization. Thus, the "temperature profile across the channel 
must have been altered in such a way as to yield increased 
gradients at the wall consistent with an overall reduction in gas 
energy, as would be obtained from an integral or average value 
across the channel. 

Estimates of Joule Heating, Hall Effect, 
and Flow of Electric Current 

Large values of the joule heating parameter S were calculated 
for these experiments. In Table 1, for example, S = 230 at 
maximum magnetic field for test series 26H. Such a large value 
of S is not consistent with the experimental measurements be­
cause the measured Q*/Qo* for that case was much smaller than 
the theoretical value [15]. Several qualitative and quantitative 
observations suggested that Hall effects were prominent in this 
investigation: (1) behavior of the heat transfer to side walls, 
i.e., walls parallel to the magnetic field, (2) static pressure mea­
surements at the side walls, and (3) visual observations of lateral 
deflections of the exhaust plume. Hall and ion-slip coefficients 
and their contribution to a first-order correction to the joule heat­
ing parameter S have been examined [15], but ion-slip coefficients 
were two orders of magnitude less than Hall coefficients for argon 
at pressures of interest here. Corrected values of S due to the 
Hall effect were calculated from 

(6) 

where j3e = co0re is the Hall coefficient. In these experiments, 
theoretical values of /38 were so large that the corrected values S ' 
were negligible, even for the case of K = 0. The theoretical 
value of Hall coefficient for test series 26H was /3e ~ 300, for 
which S ' ~ 0 from equation (6). Thus, neither the theoretical 
values of S nor j3e were consistent with experimental observations. 

The experimental results for zero field were less than the slug-
flow prediction by approximately 70 percent (Fig. 2). However, 
the slug-flow approximation should be valid at high values of mag­
netic field [5]. A data-fitting procedure was adopted [15] to de­
termine effective values of S using theoretical values of S calcu­
lated for K = 0. Essentially, values of Sots were read from a 
chart by plotting experimental values of Q*/Qo* on a set of 
theoretical curves of Q*/Qo* versus x with S as parameter; 
theoretical values of both Q* and Q0* were adapted from Back 
[5], but Q0* was reduced by a factor of 1.7 in view of Fig. 2. Ex­
perimental values of heat transfer only for B > 5000 G were 
utilized in the fitting process; heat transfer results for walls A 
and C were averaged. Using the values of Sett so obtained, 
values of (fie)ett were computed from a relation similar to equa­
tion (6). Results are shown in Figs. 6 and 7. Values of (fljeti 
appear to be reasonable. The flat trend with increasing mag­
netic field was also obtained by Louis [23]; however, his values of 
(|8,)eff were approximately half the values obtained here. 

S' = S/(l + /3e
2) 
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Fig. 8 Comparison of experimental heat transfer resuits with several 
theoretical predictions; Hartmann number based on scalar electrical con­
ductivity; experimental results are for walls perpendicular to the direction 
of the applied magnetic field (average heat flux of walls A and C) 

Direct measurements of internal current flow were not avail­
able. An at tempt was made to determine the transverse com­
ponent of current (jz)„tt from an axial momentum balance [15]. 

dp du 

dx dx hB + r. 0) (7) 

This is a tedious procedure that requires a trial-and-error itera­
tion of (/3e)etf- The final results were calculated from 

0'*)eH = G3ekf<TOlB/[l + (/We«2] (8) 

y . W = <rtuB/ll + G3e)eff2] (9) 

O ' W = (j*U* + (>)off
2 (10) 

The iteration was not accurate for low values of B; effective values 
of the total current density obtained by this method were ap­
proximately one-eighth of the theoretical transverse current 
density for test series 18H. Values of (/3e)Bft from the momentum 
balance compared well with those obtained from the heat transfer 
correlation in Fig. 7 [15], but were not accurate for /3e < 5. 

Comparison with Theory 
I t is difficult to compare the present experimental results with 

theoretical predictions because of uncertainty in the gas transport 
properties. Because measurements of the current flow within 
the gas or within the walls were not made, it is difficult to define 
the physical nature of the flow or to specify a distinct value for the 
load factor K. Although the four walls of the channel formed 
a continuous hollow conductor, it was concluded that current 
flow was confined to the gas because of the highly cooled walls and 
low conductivity of the boundary layers. For this case, the flow 
could not have been externally short-circuited because that con­
dition requires good electrical contact between the fluid and the 
walls. However, absence of an external applied electric field 
formally means that K = 0, which corresponds to a short-circuit 
condition, as the term is usually defined. 

The present experiment probably corresponded more nearly to 
an open-circuit ease (K = 1), with nonconducting walls and 
circulating currents within the gas, such as was considered by 
Carlson [14]. However, for the purposes of comparing theory 
and experiment for walls perpendicular to the direction of the ap­
plied magnetic field, it is not entirely inconsistent to utilize 
Back's results for the short-circuit condition, as was done to ob­
tain the results of Fig. 6. Back [5] examined the heat transfer to 
parallel nonconducting walls (insulators) that were perpendicular 
to the direction of the applied magnetic field; his solution is not 
valid for K near unity. For the open-circuit case, the transverse 
current vanishes in Back's treatment but not in Carlson's treat­
ment; neither author considered Hall effects or nonequilibrium. 
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Fig. 9 Comparison of experimental heat transfer results with several 
theoretical predictions; Hartmann number based on scalar electrical con­
ductivity; experimental results are for total heat transfer to all four walls 
of the confining channel 

Carlson's analysis takes into account circulating currents within 
the gas in a square duct with nonconducting walls (open-circuit 
condition with K = 1). Experimental results will be compared 
to theoretical predictions for the two cases K — 0 and K = 1. 

The heat transfer solution for the fully developed thermal re­
gion, valid for any K, is given by Back in his equation (22). This 
solution for fully developed one-dimensional Hartmann flow may 
be written as 

Q = ^ = 2Ha° 

la 

(K - 1)* + 
tanh (Ha) 

Ha — tanh (Ha)_ 
(11) 

The limiting value of Q as Ha approaches zero is Q0 = 6.0. Equa­
tion (11) applies for flow between parallel plates; it is plotted in 
Fig. 8 as a function of Hartmann number for values of K = 0 and 
K = 1, and has been normalized with respect to its value at zero 
magnetic field Q0. 

The lowest curve in Fig. 8 represents Carlson's solution [14] for 
fully developed flow in a square channel and was obtained by 
solving his equations (6)and (11) on a computer. His heat trans­
fer group, herein designated by Qc*, is defined as 

Qc* = Q/4u*id (12) 

where Q is the total heat generation rate within the fluid by com­
bined viscous and ohmio action. The limiting value of Qc* as 
Ha approaches zero is (Qc*)o = 7.113. Equation (12) can be 
written in terms of the wall heat flux assuming Q = 8alqw for a 
square channel. Thus, the heat transfer group Qc* for the four 
walls of a square channel is equivalent in magnitude to Q for 
Hartmann flow between parallel plates. This distinction is not 
important unless the side-wall heat transfer is significant com­
pared to tha t for walls perpendicular to the applied magnetic 
field. 

The present experimental data for the three test series are in­
dicated in Fig. 8 for comparison with theory. Data from the 
upper wall A and the lower wall C were averaged in this figure; 
side walls were not included. Clearly, the data were not con­
sistent with a short-circuit condition (uncorrected for Hall 
effect). However, except for test series 26H, the data do not 
agree well with Carlson's theory for open-circuit conditions in 
this representation. 

Carlson [14] obtained data for unseeded argon in an accelerator 
operating at open-circuit conditions; his experimental conditions 
correspond most nearly to those present in test series 26H. Carl­
son's data and the present data may be compared most readily by 
using his representation of heat transfer, i.e., (Q — Qo) rather than 
Q/Qo. Results are presented in Fig. 9; all experimental data are 
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for total heat transfer to all four walls of the confining channel. 
Again, theoretical curves for fully developed Hartmann flow for 
K = 0 and K = 1 are plotted, as well as Carlson's theoretical 
prediction. 

Experimental results for test series 26H agree reasonably well 
with Carlson's data; they are lower than Carlson's data a t low 
Hartmann number, whereas the opposite situation exists at higher 
Hartmann numbers. Except for test series 18H for Ha < 40, all 
experimental data agree quantitatively and, further, agree with 
Carlson's open-circuit theory in trend. I t is interesting that bet­
ter agreement between experiment and theory is evident for the 
representation of data given in Fig. 9 than for Fig. 8. 
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Volume Interchange Factors 
for Nonhomogeneous Gases 
Interchange factors describing the radiation heat transfer between two gas-volume ele­
ments or between one such element and a wall element are shown to be convenient for 
treating a variety of engineering problems, such as those involving combustion chambers, 
furnaces, and plumes. When the gas is not homogeneous in temperature, composition, 
or pressure, gas-volume interchange factors are found to be complex functions of the 
geometrical arrangement and the temperature, composition, and pressure fields which 
affect the radiant properties in the gas within and between the elements. A sim­
plified expression is derived for the rapid calculation of such factors, and compari­
sons are made with exact numerical computations. Both take into account nongray 
spectral variations in gas properties. The case of adjoining elements is shown to 
require special treatment, and results are presented. Volume interchange factors and 
the machine time necessary to compute them are reported to demonstrate the relative 
ease with which such factors can be obtained using the approximations developed in this 

Introduction 

L I HE NEED for accurate predictions of the tempera­
ture distributions and heat fluxes in combustion chambers and 
furnaces has come closer to fulfillment with the development of 
Mgh-speed large-memory computers. The need exists, for ex­
ample, in predicting the rates of formation of nitric oxide in 
burner flames and combustion chambers and the effects of re­
circulation and steam injection. Spalding and co-workers 
(Gosman et al. [I]1) have recently published a program for the 
calculation of temperature and concentration profiles in recircu­
lating flows based upon a finite-difference representation of the 
steady Navier-Stokes equations with an eddy diffusivity based 
upon the Kolmogorov-Prandtl model and the energy and species 
equations. Radiation transfer is not included in this treatment 
of the energy equation. I t of course should enter as a heat loss 
per unit volume equal to the divergence of the radiative heat flux. 
The present work is concerned with evaluating radiation inter­
change factors so that radiation can be treated in such a program. 

DeSoto [2] computed the divergence of the radiative heat flux 
by computing the radiative flux itself at several locations in a 
circular pipe containing pure C0 2 and obtained the divergence by 
numerical differencing. In order to do so the entire temperature 
field was specified as that of a previous iteration. Each iteration 
consequently required a recalculation of the radiant fluxes. In 

1 Numbers in brackets designate References at end of paper. 
Based on a paper contributed by the Heat Transfer Division and 

presented at the ASME-AIChE Heat Transfer Conference, Tulsa, 
Okla., August 15-18, 1971, as Paper No. 71-HT-19. Manuscript re­
ceived by the Heat Transfer Division April 20, 1971; revised manu­
script received September 14,1971. 

order to keep computation time on the order of 10 min, deSoto 
used very coarse subdivisions, 6 in radius and 12 in length. At 
the surfaces of each subdivision the net radiant flux was computed 
by summing contributions from 72 lines of sight for each of 13 
spectral wavenumbers. For each wavenumber a numerical 
quadrature involving up to 30 steps was made along each line of 
sight. Gas properties were allowed to vary with temperature, 
and spectral absorption lines were assumed to be overlapped. 

Hottel and Cohen [3] and Einstein [4] subdivided a gas volume 
with uniform composition into a number of elements, and, in con­
trast to the approach taken by deSoto, computed a volume inter­
change factor (ffjffy) between volume elements i and j for a gas 
homogeneous in composition and with temperature-independent 
radiant properties. The divergence of the radiative flux for a 
gas with overlapped spectral lines for volume i is then given by 

! N M 
(div qr)i = ~ X I E 

' j = 1 m = 1 

gi)vjFlv,i,, TVI„ »)Afm 

where Ip,(,m is the Planck intensity for volume i and wavenumber 

vm, 

lp,i.m ehcv,n/kTi _ i 

N is the number of volume elements, and M is the total number of 
wavenumbers used (deSoto used N = 72, M = 13). If the ap­
proach taken by Hottel and Cohen had been used by deSoto, it 
would have been possible to iterate the temperature field several 
times before recomputing the set of (ffiffy) factors. Whether 
considerable economy could have been achieved depends upon 
whether the 72 j values of (gig,) could have been found with no 
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more computation time than the 72 line-of-sight values calculated 
by deSoto. 

I t is the purpose of this paper to present a simple scheme for 
calculating volume interchange factors in a gas, nonhomogeneous 
in temperature and composition and with temperature-dependent 
radiant properties, using, in most cases, only a single line of sight 
per pair of volume elements. Furthermore, both overlapped and 
nonoverlapped spectral lines are considered. The approxima­
tions derived are compared with detailed numerical calculations 
and are found to be useful. 

Analysis 
Volume Interchange between Infinitesimal Elements. Consider a 

gas volume in which the temperature, composition, and/or pres­
sure vary. Let k be the spectral absorption coefficient per unit 
mass, a quantity which then varies with position within the gas 
and with wavenumber or wavelength throughout the infrared 
spectrum of interest. A gas composed of combustion products 
and soot, but few or no metal-oxide particles, will not scatter 
radiation appreciably. Furthermore, such a gas will be nearly in 
a state of thermodynamic equilibrium described by the local state 
variables T{r), P{r), and a set of Xi(r) or ms(r), where T is tem­
perature, P is total pressure, x( is the mole fraction of species i, and 
vti is the mass fraction. The quantity r is a length measured 
along some ray. For such a gas the basic equation of transfer is 

dl 

dr 
= pk(7„ - I) (1) 

where 7 is the spectral radiant intensity (power per unit normal 
area, unit solid angle, and unit spectral bandwidth), p is density, 
and Ip is the Planck spectral intensity for black-body thermody­
namic equilibrium radiation. 

The quantity pkdr appearing when equation (1) is written in 
differential form is thus both the absorptivity and the emissivity 
of a differential volume of gas for a beam piercing it such that a 
distance dr along the beam lies within the volume. For a finite 
path within the gas, the absorptivity and transmissivity may be 
found from the homogeneous solution for equation (1) 

a = 1 
o-fopkdr 

-fs }kdr 

(2) 

(3) 

For an optically thin volume of gas dVi, the power emitted is 
isotropic (unless there is some peculiar situation such as elongated 
particles lined up by an electric or magnetic field). This fact 
may be seen, for example, by treating a spherical volume using an 

emissivity of pk(D cos 6), where 6 is the angle of a ray from a nor­
mal to the surface of the sphere, and realizing that any differen­
tial volume can be approximated as accurately as desired by a 
close packing of spheres of various radii, absorption of radiation 
from one sphere by the others being negligible because of the 
optical thinness of the small volume. This requirement of optical 
thinness is simply that piki?-majt,i « 1 be met where rmax is the 
longest ray through the volume. -The radiation is isotropic in the 
47T steradians of solid angle surrounding dVi provided the re­
ceiver is at a distance R » rmax ,i. The power per unit solid angle 
ca is then 

—^- = (pik^FO/p,! (4) 

Let a second optically thin volume element AVi be located a 
distance R away, R ^> rmax,i and ?'max,2. For the sake of simplicity 
we can take the element to be a portion of a spherical shell with 
volume dVi = RhloiAr where Ar is the thickness. Then the one­
way transfer of radiation emitted by element 1 and absorbed by 
element 2 follows from equations (4) and (3) by eliminating da. 

dQ.,1,* = [I^pAxdVt] [dV,/R 

pikidVipikidVt 

Ar] [.-/»***] fe kiAr] 

dQ, Tin f0
E 

pkdr 
(5) 

irR* 

The volume interchange factor Fi_2 from the first infinitesimal 
element to the second is then 

4pj 

Note that 

, 7Tr „ dQe.i.t pkidViptkidVi - f0
K

PMr 
-ikidViFi-2 = —:— = — e ",u 

Trip,i TR2 

4pikidFiFi_2 = ^Pik-idViFi. 

(6) 

(7) 

Practical Calculation of Volume Interchange between Finite Elements. 

As a mathematical formality equation (6) can be integrated for 
finite volumes, for example, such as those arranged as shown in 
Fig. 1. 

-fo*pkdr pikidViPihidVi 

wR 
4pikiVriFl_! = 

J ViJVi 
(8) 

However, in order to compute Fi_% precisely from this definition, 
one would have to subdivide Vi and F 2 so that the required con­
ditions on equation (6) were met, that is, so that pikirmax,i and 
p2kirmax,2 were much less than unity and so tha t R was much 
greater than ?-max,i or rmax,2. But in spectral regions of intense 
absorption, in the 4.3 micron CO2 band, for example, making 

• — N o m e n c l a t u r e — - — — — 
a = constant 

A — area 
b = constant 

B = length of side 
c = constant 
c = speed of light 

C = band absorption correlation con­
stant 

d = line spacing 
D = diameter 
F = dimensionless exchange factor 
g = exchange factor 
h = parameter 
h = Planck's constant 
I — intensity 
k = mass absorption coefficient 
7c = Boltzmann constant 
I = geometric-mean beam length 

m = mass fraction 

M = 
n = 

N = 
P = 

1 = 
Q = 
;• = 

R = 
S = 

T = 
V = 
x = 

y = 
z . = 
a — 

J8 = 
T = 
f = 

number of wavenumbers 
exponent 
number of volumes 
total pressure 
heat flux 
heat flow 
distance along ray 
distance between centroids 
line intensity, transmissivity inte­

gral 
temperature 
volume 
mole fraction, coordinate 
coordinate 
coordinate 
absorptivity 
line-width parameter 
line width 
line-effect integral 

6 = angle between ray and normal 
v = wavenumber 
£ = line-intensity integral 

T = 3.1415927... 
p = density 
o- = Stefan-Boltzmann constant 
r = transmissivity 
O) = solid angle 

Subscripts 

c = corner 
' e = emitted (one-way) 

/ = face 
i = fth volume, " i n " 
j = j t h volume 

m = mth wavenumber 
0 = " o u t " 
p = Planck 
s = surface 
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Fig. 1 Geometry of volume interchange 

pikirmax.i less than unity would necessitate using rmax.i on the 
order of a few hundredths of an inch. In an industrial furnace 
one would like to deal with volume elements on the order of a foot 
or so on a side. To have to subdivide a hundred or more such 
elements each into 106 or even 103 subelements would raise the 
requisite calculation time to an absurd value. 

The spectral nature of the radiation process creates difficulties 
as well. To calculate a total value one must integrate over wave-
number 

(4piki7i^i_!> = 
1 

<T7V - o-Ti* / ; 
[4Plk1y1F1_2] 

X [Tlp(Th v) - irIp(T2, v)]dv (9) 

Usually such integration requires calculating 10 to 100 spectral 
values and summing numerically. However, when line effects 
are important at atmospheric and subatmospheric pressures, a 
straightforward calculation would require on the order of 10 times 
as many calculations. 

For these reasons approximations are made as indicated below. 
These approximations have the goal of achieving engineering ac­
curacy, say ± 1 0 percent, without requiring more than a single 
line-of-sight calculation for a volume-element pair and without 
requiring more than a few spectral calculations per absorption 
band. 

An Approximation for Remote Volumes, Overlapped Lines. In the 
case of remote volumes an approximate relation can be derived 
for finite spheres whose centers are a distance R apart and whose 
radii Ri and Rz are small fractions of R. If the volume elements 
are very roughly spherical, such as cubes, one might suppose that 
the result for spheres, suitably expressed, would give an engineer­
ing approximation, particularly since shape is not of consequence 
for remote, optically thin elements. For two remote spheres the 
approximation is made that the transmittance of all paths between 
the surfaces of the spheres is nearly [3] 

7"l,2 
_ eR 

= o J Mi 
M i 

!
PkA-

(10) 

where r is measured from the centroid of volume 1 to the centroid 
of volume 2, and h and h are the geometric-mean beam lengths 
[5,6] 

h = 
4Fi 

k 
4F_2 

A* 
( I D 

The areas Aj. and Ai are those of the total surfaces of the volumes, 
47TB!2 and 47r.ffi2

2 respectively for spheres. The parameter h 
allows for the fact that the path from surface to surface will be 
less than the centroid-to-centroid distance R. For cubes facing 
each other, h would be •§•. 

For finite spheres, to the mean beam length approximation 
[5, 6], the emissivity of sphere 1 and the absorptivity of sphere 2 
are 

(1 - e-p'hfc) and (1 5 — pik^U 

respectively. The shape factor from the surface of sphere 1 to 
that of sphere 2 is nearly iriS22/47riJ2 or A2/167T.R2 when the 
spheres are remote. The one-way transfer from 1 to 2 is then 

&,i,2 = irlpM - e-" l k l ! lMiU2/167riS2)ri ,2(l - e-*»k°'») 

When this expression is divided by 7r/p,i and the result is compared 
to the left-hand equality in equation (6), there is found 

4p1k1F1F1_2 = 
AiAz 

16TTB; (1 p — pikiii )d "P2k!!!)ri,2 (12) 

This result will be tested for practical calculations by comparing 
with exact calculations carried out by time-consuming numerical 
quadratures based on equation (6). 

An Approximation for Remote Volumes, Nonoverlapped Lines. For 
nonoverlapped lines the effective transmissivity f is not given by 
equation (3) but is given to good accuracy by the Curtis-Godson 
approximation [7] 

f(r, r') = exp - * 
,(l + £»/f) • 

where 

£ k(r")p(r")dr" 

f = Hr"Mr")p{r")dr" 

(13) 

(14) 

(15) 

The local values of k(r") = S/d, the mean-line-intensity-to-spac­
ing ratio, and /3(r") = iry/d (or 47 /d depending on the narrow­
band model), the mean-line-width-to-spacing parameter, are ob­
tained using band model calculations substantiated by experi­
mental data, e.g., [8]. 

Equation (5) of reference [7] gives the radiant intensity coming 
back upon a target at the origin of a line of sight of length L. For 
the present case, to apply this equation we must measure back­
ward from the point at which the beam is presumed to have 
entered gas volume 2 (r,',2) to obtain the intensity entering volume 
2. When the coordinates are transformed to the forward r direc­
tion, there results 

f.,1,2 = I i 
*J n.i 

I'e.hi = I Ip,i — f(n,i, r)dr = 7j,,i[f (j-j.a, ra,i) ~ ^fa.s, ritl)] 
' ri.i 

The integration with respect to dr acts only from r,u to r,,,i, be­
cause when computing .Fi_2 the source intensity Iv is turned on 
only within volume 1. By the same reasoning the intensity 
emitted by the portion of the beam within volume 1 and leaving 
volume 2 is 

I..i.: P'1 r d -1 
• ^ 7"i,l 

r)dr = IP,i[f(r0,2, r0,i) — f(n,2, ritl)] 

The one-way transfer from the length of beam in volume 1 be­
tween r,,i and r0,i to volume 2 between n,i and r<,,2 is consequently 

dQe,l,2 = (COS flidAi(fo))(I',,i,s — I„l.i) 

Making the approximations involved in equation (12) then yields 

4pikiyi7V2 = -r-^, [f(n,2, r0,i) + f(r0,2, n,i) - f(?-;,2, n,i) 
I67r.fi;2 

- r(r0l2, r„,i)] (16) 

Reciprocity, equation (7), holds, of course. To obtain 4p2k2F2F2-i 
from equation (16), not only are the subscripts 1 and 2 inter­
changed but the i- (in) subscript must be replaced with the 0 (out) 
subscript and vice versa, and the order of the arguments in r(n,2, 
r„,i) is reversed. The resulting expression remains identical to 
the right side of equation (16). 
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Table 1 Comparison of approximate wi th exact results for a case of 
remote volumes (2 ,2 ,0 ) * in a gaseous medium with overlapped lines 

Table 2 Volume interchange factors for remote cubes, overlapped linos 

OPTICAL 
DEPTH 
pk8 

0.2 

0.4 

0.6 

0.8 

1.0 

1.2 

1.4 

APPROXIMATION 

6.00093 

0.00218 

0.00288 

0.00302 

0.00279 

0.00238 

0.00193 

EXACT 

0.00094 

0.00219 

0.00289 

0.00305 

0.00283 

0.00244 

0.0020 

H0TTEL AND COHEN 

0/00093 

0.00215 

0.00285 

0.0030 

0.00281 

* (2,2,0) is the difference In the x , y , z coordinates.of 
two equal cubes aligned wi th the coordinate axes. 

The limits n,i, r0,i, r»,2, r0l2 are found in the same manner as for 
equation (10) 

r0,i = Mi )'i,i = hii — k 

Ti,z = R — hli r„,2 = R — bi2 + U 
(17) 

Adjacent Volumes. The approximations leading to equations 
(12) and (16) which are expected to be very good for remote 
volumes are not expected to be good for adjacent volumes, for we 
do not meet the criterion of R » k or k- As a result of this ex­
pectation, three cases of adjacent configurations are distinguished 
and treated in the Appendix. The three types of configurations 
are (1) face-contacting, (2) edge-contacting, and (3) corner-
contacting. For cubes arranged parallel to the coordinate axes 
whose centroids are displaced (Az, Ay, Az) in a rectangular co­
ordinate system, a face-contacting case is (1, 0, 0), an edge-con­
tacting case (1, 1, 0), and a corner-contacting case (1, 1, 1). 

I t is proposed that most engineering situations can be treated 
with one of two temperature-profile idealizations, one with tem­
perature jump and one giving linear source-intensity variation. 
Combining these two additional possibilities with the previous 
three adjacent-configuration possibilities gives six different ad­
jacent-volume situations. Temperature jump at the boundary 
should be a useful idealization for a volume with a thin boundary 
layer at a wall or two volumes separated by a thin mixing layer. 
In other situations the temperature and composition vary slowly 
and continuously from one volume to the next. In this case a 
reasonable idealization is to assume linear variations. 

A doubling of the number of possible cases occurs when one 
distinguishes the case of overlapped from tha t of nonoverlapped 
lines. Thus 12 situations can be discerned. For nonoverlapped 
lines only the face-contacting configuration was considered. I t is 
believed a line-effect multiplying factor can be used to account 
for line effects in the other cases. 

For face-contacting cubes of side B with temperature jump and 
overlapped lines a two-path approximation was employed 

4p1kiFi^i_2 = 5 2 I - (1 - 6 - V w M i ) ( i _ e - V w t t ) 

+ - (1 - e - V w k & ) ( i - e - ' / « • « » ) I ( ig) 

For the other cases the following approximation was employed: 

4pikiFiFi_2 = 5 s 

(1 + bprakmB)« 
(1 - e-c"A'll)(l - e' •cp2^-ih' 

(19) 
The following values were assigned: 
Edge-contacting cubes with temperature jump, overlapped lines 

a = 0.44, b = 1.0, c = 1.0, n = 1 

Corner-contacting cubes with temperature jump, overlapped lines 

a = 0.135, b = 0.5, c = 1.5, n = 2 

OPTICAL 2.0,0 
DEPTH 

2,1,0 

pkB APPR0XI- H0TTEL APPR0XI- H0TTEL 
MATI0N & COHEN HATI0N & COHEN 

0.2 0.0022 0.00235 0.00168 0.0017] 

0.4 0.00607 0.0063 O.00442 0.00446 

0.6 0.00947 0.0095 0.00658 0.00668 

0.8 0.0117 0.0123 0.00776 0.0079 

1.0 0.0128 0.0138 0.00807 0.0083 

1.2 0.0129 0.0139 0.00775 0.00805 

1.4 0.0123 0.0135 0.00706 0.00738 

2,1,1 2,2,1 or 3,0,0 

0.2 0.00134 0.00137 0.00080 0.00079 

0.4 0.00338 0.00341 0.00181 0.00179 

0.6 0.00482 0.00482 0.00231 0,0023 

0.8 0.00545 0.00541 0.00234 O.O0236 

1.0 0.00543 0.00536 O.00209 

1.2 0.0050 0.00494 0.00172 

1.4 0.00437 0.00135 

Face-contacting cubes with linear source intensity, overlapped 
lines 

a = 0.63, 6 = 0.5, c = 1.0, n = 1 

Edge-contacting cubes with linear source intensity, overlapped 
lines 

a = 0.34, 6 = 0.5, c = 1.0, n = 2 

Corner-contacting cubes with linear source intensity, overlapped 
lines 

a = 0.24, 6 = 0.5, c = 1.0, n = 3 

For the case of nonoverlapped lines a single-path calculation 
based upon the Curtis-Godson technique was proposed: 
Face-contacting cubes with temperature jump, nonoverlapped 
lines 

a 4piki7iFi_2 = JS2 | - [1 + f (r„,2) n,{) - f (r0,i, n.i) - f(r0li, n.i)) 

+ \ [1 + f ( r „ / , n . i ' ) - r(r„,i ' , riA') - r ( r M ' , r i l 2 ' )l I (20) 

where r is measured along the line between centroids from the 
point at which this line penetrates the shared face, and 

r0,i = n,i = r0,\ = n.21 = 0 

r„,2 = +ih r„.* = +•§& 

Face-sharing cubes with linear source intensity, nonoverlapped 
lines 

4p1k1FiJ ,,_2 = cB*{(Shi - Sue) + (&„• - &,„) 

- (r„,i - n,i)[f(r;,2, n, i ) - f(r0lS, f*,i)] 

- (r0,j - n,2)[T(r0,2, r„,i) - f(r0,2, rit\)] } (21) 

where, in this case, 

c = 0.7 

?•;,! = — k r„,i = n,2 = 0 r„,2 = +k 

,i = I f(n,2, r)dr Si.o = I f(r0,%, 
%) r,-,i J Ti,i 

„• = I f(r, r„,i)dr Si,„ = I f(r, n 
J r'i.i J ''i.2 

r)dr 

i)dr 
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fable 3 Volume interchange Factors For Face-contacting cubes ( 1 , 0 , 0 ) , 

overlapped lines 

Table 5 Line effects on volume interchange in a nonhomogeneous gas 

OPTICAL 
DEPTH 
pkB 

1/16 

1/8 

1/4 

1/2 

1 

2 

4 

8 

LINEAR SOURCE 
INTENSITY PROFILE 

APPROXIMATION EXACT ' 
EQ. (19) 

0.00102 

0.00379 

0.0132 

0.0402 

0.0994 

0.171 

0.162 

0.125 

0.000923 

0.00347 

0.0122 

0.0383 

6.0969 

0.171 

0.189 

0.142 

TEMPERATURE JUMP 
AT BOUNDARY 

.APPROXIMATION EXACT 
EQ'." (18) 

0.00125 

0.00480 

0.0177 

0.0604 

0.179 

0.421 

0.723 

0.930 

0.00139 

.0.00528 

.0.0192 

0.0641 

0,183 

0.41 

0.68 

0.87 

Table 4 Volume interchange Factors For edge- and corner-contacting 

cubes in a medium with overlapped lines 

EDGE-CONTACTING CUBES (1,1,0). 
OPTICAL 
DEPTH 
pkB 

1/16 

1/8 

1/4 

1/2 

1 

2 

4 

1/16 

1/8 

1/4 

1/2 

1 

2 

4 

LINEAR SOURCE 
INTENSITY PROFILE 

APPROXIMATION EXACT 
EQ. (19) 

0.00053 

0.00193 

0.00634 

0.0175 

0.0358 

0.0461 

0.0327 

0.00038 

0.00133 

0.00414 

0.0103 

0.0175 

0.0169 

0.0080 

0.00052 

0.00190 

0.00640 

0.0184 

0.0388 

0.0489 

0.0307 

TEMPERATURE JUMP 
AT BOUNDARY 

APPROXIMATION EXACT 
EQ. (19) 

0.00069 

0.00250 

0.00830 

0.0236 

0.0521 

0,0795 

0.0762 

CORNER-CONTACTING CUBES (1,1,1) 

0.00035 

0.00126 

0.00410 

0.0109 

0.0197 

0.0185 

0.0068 

0.00047 

0.00165 

0.00522 

0.0134 

0.0239 

0.0252 

0.0145 

0.00064 

0.00238 

0.00817 

0.0244-

0.0560 

'O';OM7 

0.0742 

0.00040 

0.00146 

0.00480 

O.0131 

0.0256 

0.0276 

0.0137 

TOTAL 
PRESSURE 

ATM 

0.25 

0.50 

1.0 

2.0 

4.0 

8.0 

16.0 

64.0 

. 0 

VOLUME INTERCHANGE 
FACTOR 
FT2 

0.000145 

0.000163 

0.000188 

0.000219 

0.000250 

0.000273 

0.000287 

O.000293 

0.000293 

The total values of the volume interchange factor 
are those integrated over the 6.3y H2O band. The 
cubical volumes are one foot on a side and arranged 
in the (3,0,0) configuration. The partial pressure 
of H2O is 0.18 atmospheres, and the temperature 
varies linearly, having a value of 10QQ°R at the 
centrpid of volume 1 and 2000°R at the centroid of 
volume 2. 

-VALUES INDICATE TOTAL PRESSURE 
IN ATMOSPHERES 
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Fig. 2 Line efFects on volume interchange between remote cubes (see 

Table 5 For a description oF the conditions existing in the gas and For 

integrated values) 

Results 
Remote Volumes, Overlapped Lines. Table 1 shows results of ap­

proximate calcLilations based upon equation (12), more detailed 
calculations based upon equation (8), and previously reported 
values from Hottel and Cohen [3] for cubes of side B within a 
homogeneous gas. Agreement is excellent, within 4 percent in 
each case. Each approximate calculation required 0.015 sec of 
IBM 360/75 computer time using Fortran IV-G. 

Table 2 shows further comparisons with the work of Hottel and 
Cohen [3]. Relative location of the cubes is designated by three 
numbers indicating, in sides of length B, the displacement mea­
sured along each axis of cubes arranged parallel to a rectangular 
coordinate system as shown in Fig. 1. 

Adjacent Volumes, Overlapped Lines. Table 3 gives values for 
(ace-contacting cubes of side B. Two cases are distinguished, 
that of linear source-intensity profile and that of temperature 
jump across the boundaries. The results are distinctly different. 
For the former case, the interchange factor 4:pikiViFi^i rises at 
first like (pkB )s as pkB is increased, reaches a maximum, and then 
decreases to zero inversely with increasing pkB. The agreement 
oetween the approximate relation, equation (19), and more ac­
curate integration based upon an exact formulation is surpris-
Wgly good. For the latter case no maximum is reached at inter-
Mediate values of pkB, and the agreement between the two-path 
"Pproximation, equation (18), and the exact formulation is quite 
adequate for engineering purposes. 

Table 4 shows exact values and comparisons with approximate 
wlculations based upon equation (12) for cubes which share one 
™ge (1, 1, 0) or one corner (1, 1, 1). Again the agreement is 
*°t as good as for the case of remote volumes but is adequate for 
^ s t engineering purposes. 

Line EfFects. Approximate calculations were carried out using 
equation (16). Cubes of 1 ft separated by Ax = 3 ft, Ay = 0, 
and Az = 0 were selected. The 6.3-/X H 2 0 band was selected for 
the example. A partial pressure of H 2 0 equal to 0.18 a tm was 
taken. This partial pressure results from the combustion of a 
1-atm stoichiometric mixture of air and methane. To evaluate 
the effects of line overlapping, however, the total pressure was 
varied from 0.25 to 16 atm. In the band model used [8, 9] total 
pressure affects only the degree of line overlapping. New values 
of line-overlapping parameter /3 = C22P/(4CiC3) were computed 
according to [8]. A linear temperature profile having a value of 
1000 deg R at the centroid of cube 1 and 2000 deg R at the cen­
troid of cube 2 was taken. Spectral integration was made using 
a large number, 36, of spectral wavenumbers. No at tempt was 
made to reduce this number to the 3 or 4 values per band used 
by deSoto. A calculation time of 0.017 sec per wavenumber was 
found necessary. 

Results are presented in Fig. 2. As total pressure is increased, 
the lines become overlapped so that transfer between lines in the 
intense central portions of the band is reduced. In the wings of 
the band the redistribution of emissivity from the line centers to 
the regions between lines increases the volume-to-volume transfer. 

Table 5 shows integrated results corresponding to the cases 
plotted in Fig. 2. The interesting feature is that while the figure 
shows large spectral changes occurring with pressure even after 
the pressure is as high as 16 atm, the integrated values are rela­
tively insensitive to pressure after a value of 4 atm is reached. 

Results for face-contacting cubes (1, 0, 0) are shown in Fig. 3. 
Calculations were made using equation (21) for linear source-in­
tensity variation in 1-ft cubes, one having a temperature of 1000 
deg R and the other 2000 deg R as in the previous situation. 
Again the partial pressure of H 2 0 was 0.18 atm. In this case 
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Fig. 3 Line effects on volume interchange between face-contacting cubes 
(properties are based upon the exponential-band model for the 6.3-fi HoO 
gas band and an assumed linear temperature profile having a value of 
1000 deg R at the centroid of volume T and 2000 deg R at the centroid of 
volume 2; a partial pressure of 0.18 aim of HjO and a total pressure of 1 
aim exist within the two 1-fl cubes) 

there is no intervening gas between the volumes to at tenuate 
radiative transfer in the central regions of the band, and these 
regions are not sufficiently intense to reduce the transfer below 
the maximum indicated in Table 3 at pkB = 4. The dip in 
transfer in the center of the band seen in Fig. 2 is thus not seen in 
Fig. 3. 

Discussion 
Two theoretically sound approximations, equations (12) and 

(16), have been developed for rapid calculation of volume-to-
volume interchange. Comparisons with more exact calculations 
and the previous work of Hottel and Cohen have shown agree­
ment within 4 percent. By using equation (16) it is possible to 
account for line effects, which in the example of Table 5 caused a 
36 percent reduction below the overlapped-line prediction. The 
restrictions in equations (12) and (16) are tha t the volumes must 
be roughly spherical or cubical in shape (or optically thin) and 
must be remote. "Remote" was shown by the comparisons to be 
only as far away as three mean beam lengths, centroid to centroid. 
Thus the case of cubes as close as (2, 0, 0) can be accommodated. 

Further approximations were developed for adjacent volumes. 
Agreement on a spectral basis with more exact calculations was 
within approximately 10 percent. When integration is carried 
out over a complete band some cancellation of errors occurs; 
when an exponential band model was employed to obtain pkB for 
overlapped lines as a function of wavenumber, and integrations 
were carried out using the results in Tables 3 and 4, the integrated 
results differed at most 7 percent and more often less than 5 
percent. 

I t would be expected that these latter approximations could be 
applied to gas-volume-to-wall transfer as well as volume-to-volume 
transfer, since a black wall is in reality a thin volume with a large 
absorption coefficient. For remote-volume-to-wall transfer, 
equations (12) and (16) could be employed by regarding the wall 
to be volume 2 with a very large absorption coefficient, but, to 
account for the wall volume not being spherical in shape, re­
placing Ai/i by A3,s cos 6, the area of the side of the wall element 
facing the gas multiplied by the cosine of the angle between the 
surface normal and the ray from the centroid of the area to the 
centroid of the volume. In this case the centroid-to-centroid 
distance R must be much greater than the size of the area or 
volume so that the solid angle subtended by the wall area as 
viewed from the volume will be nearly As,2 cos 8/R2. 

The approximations then make it possible to calculate volume-
to-volume or volume-to-wall transfer approximately accounting 
for nonhomogenequs radiation properties in the gas. 

In the examples presented, the exponential-band model was 
employed. However, any wide-band model can be used which 
embodies a narrow-band-model transmissivity which is a function 
of the mean-line-intensity-to-spacing ratio and the mean-line-
width-to-spacing ratio. The suitability of the exponential-band 
model for approximate engineering calculations has been estab­

lished by comparison with experimental data for the case of trans, 
fer from the gas, isothermal or not, to a nonselective wall [91 
But there exists for volume-to-volume transfer only indirect evi­
dence such as the experiments of Schimmel, Novotny, and Olsofka 
[10], who show good agreement with the exponential model and 
relatively poor agreement with the box and gray-gas models 
That the box model and exponential model yield substantially 
different results is corroborated .by Pearce and Emery [11]. 

In some cases, the radiating bands of the combustion products 
fuel, and oxidizer do not overlap significantly. In these cases 
expressions for interchange factors may be formulated on a wide­
band basis instead of the narrow-band basis employed here 
When single-line-of-sight calculations are suitable, recent work 
by Chan and Tien [12], Cess and Wang [13], and Edwards and 
Morizumi [14] is applicable. However, preliminary work by the 
present authors indicates that wide-band scaling laws used to ob­
tain approximate values of radiant flux may not give good results 
for volume-to-volume interchange. These questions are being 
explored, but at present it is felt tha t the narrow-band approach 
taken here will prove to be more useful for hydrocarbon-air com­
bustion where band overlapping is a significant factor. 

One method recommended [15] for making engineering calcu­
lations is to represent real-gas behavior with a number of gray 
and transparent bands. When the number of bands chosen to 
represent real-gas behavior is large, the method quite accurately 
describes total emissivity versus path length, but the fitting of the 
multi-band parameters to the emissivity is difficult. However, a 
single gray band plus transparent band can yield good results for 
the total emissivity over a limited range of path lengths, as is 
shown in Fig. 6-26 of [15]. 

While the representation of a real gas by a one-gray-band-plus-
one-transparent-band model is convenient to use and yields good 
results for total emissivity and total transfer between an isother­
mal gas and a wall, it is not clear that it can do so for gas-element-
to-gas-element transfer. As has been shown, the transfer be­
tween remote volumes tends to occur in the wings of strong bands, 
when the lines are well overlapped, or between strong lines, when 
the lines are nonoverlapped. 

For a comparison of the one-gray-band-plus-one-transparent-
band model with the exponential-band model, the portion of tliD 
total emissivity contributed by the 6.3-/J band was computed for 
L = 1 ft and L = 3 ft with the conditions of total and partial 
pressure indicated in Table 5. A mean temperature of 1500 deg 11 
was used. The result was 

e„ = 0.159(1 - e-°-7s6L) L in ft 

The volume-to-volume transfer was then found from Table 2 for 
the (3, 0, 0) configuration to be 

4p1ki7i^1_2 = 0.159(0.00233) = 0.00037 W 

(one-gray-band-plus-one-clear-band) 

For comparison, spectral integration yielded the results shown in 
Table 5 

4/3iki7ifi_2 = 0.000188 ft* 

(exponential-band model) 

The result from the gray-band-plus-clear-band representation is 
nearly a factor of two greater than the results obtained according 
to the methods presented in this paper. 

The feasibility of incorporating radiative transfer into a pro­
gram such as that of Gosman et al. [1] using approximations de­
veloped here is demonstrated by the short computation times 
achieved. I t will not be efficient, however, to treat each node 
point as discrete from a radiation point of view. To keep the 
number of requisite calculations to a low figure will require con­
sidering small-nodal-volume elements only at close range and 
lumping quite remote nodal volumes into large-volume elements' 
We expect to report examples showing the practical utility of suou 
calculations in the near f utur e. 
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Summary and Conclusions 
A method has been presented for computing rapidly volume-to-

volume interchange factors between volumes within a nonho-
inogeneous nongray gas with discrete or overlapped vibration-
rotation line spectra. Computational speeds of 0.015 sec per 
spectral calculation were achieved. Comparisons with much 
slower but more accurate calculations showed agreement within 
a few percent when the spectral values were integrated over an 
entire band. The methods show promise for use in accounting 
for radiant transfer in combustion chambers and the effluents 
from such chambers. 
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A P P E N D I X 
Adjacent Volumes with Temperature Jump, Overlapped Lines. I n t h e 

case of contacting volumes a physically reasonable approach to 
finding the transfer is to simply multiply the contact area by a 
mean emissivity-absorptivity product. I t is clear that the mean 
requires quadrature over the contact area and over solid angle or 
direction. The variation of emissivity and absorptivity with 
orientation of a ray is quite different in the central and edge 
areas. In the center of the contact area a ray normal to the area 
has a high emissivity and a high absorptivity while one at grazing 
incidence has both somewhat lower. But near an edge a ray at 
grazing incidence has a low emissivity and a high absorptivity or 
vice versa. The fraction of the contacting area for which this 
situation is the case is large. I t is thus suggested that a crude 
model is one based on two rays in this edge region, one having a 
longer length, say 3/ih, in volume 1 and a shorter one, say 1/%li, 
in the other volume and vice versa. 

4p,k1y1F1. 

+ (1 - e - ' / ^ ' X l - e' 
3/2/>2ka?2 )} 

This crude model is the basis for equation (18). 
For corner-contacting volumes the "contact area" must be 

broadly interpreted. In the optically thick limit only rays pass­
ing through an area on the order of [l/(p„kc)]2 can transfer power. 
On the other hand, in the optically thin limit, equation (8) shows 
the transfer must be proportional to (pikiS)(p2k2B). For this 
reason equation (19) was contrived; it behaves correctly in both 
limits when n = 2. A similar argument can be employed for the 
edge-contacting case with n = 1. 

Adjacent Volumes with Linear Source Intensity, Overlapped Lines. 
For face-contacting volumes in the opticallj thick limit the trans­
fer is simply the contact area multiplied by the radiation conduc­
tivity and the temperature gradient. In the optically thin limit 
equation (8) modified to take into account the gradient in source 
intensity again indicates that the transfer should behave as 
(p1kiB)(p2k2_B). Again equation (19) may be employed with 
n = 1 for face-contacting volumes, n = 2 for edge-contacting 
ones, and n = 3 for corner-contacting ones. The correct asymp­
totic behaviors are then assured. 

Adjacent Volumes with Nonoverlapped Lines. In the case of tem­
perature jump across the face of contacting volumes, the Curt is-
Godson approximation may be employed in the same two-path 
model used for face-contacting volumes with overlapped lines. 
We found equation (16) replaced equation (12). Equation (18) 
consists of two terms identical in form to those in equation (12). 
We replace these terms with the appropriate ones indicated by 
equation (16). The result is equation (20). 

In the case of face-contacting volumes with linear profile in the 
source intensity we wish to write 

One = — 4pikiFiFi-2xB 
dr 

(22) 

We approximate the transfer by multiplying the net exchange of 
energy along a single line by an appropriate area-solid-angle 
product, CTTAI.I. For this reason we write 

Qnet, = CTrAi,2{lI„,i,S(.ri,i) - Ie,\,i{l-o,l)\ 

- U.,2,i(r0ll) - 7e,2,i(n,i)]} (23) 

where, from the Curtis-Godson approximation 

d 
Ie,uz(n 

J n,i dr 
i"(r;,2, r) (r0a - r) dr (24a) 
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j r(ra.h r)\If+ Vf (r„,, -r)\dr (24b) 
Ti,l •— ' -* 

- j r r(r, ro.i) M / - ^ f (r - n . i ) J * 

(24c) 

Ie.l.l(.ri.l) -£-i«>«-*[>'-$[<'-'<•*] 
(24d) 

The 7/ terms cancel when equations (24o-d) are substituted into 
equation (23). Integration by parts results in equation (21) 
shown in the text, and the r's are measured as explained in the 
text below equation (21). 

As an alternative to the single-line-of-sight concept used to 
derive equation (23), one can merely modify equation (19) t0 

account for line structure. In the optically thick limit for non-
overlapped lines, Abu-Romia and Tien [16] have shown that the 
Bosseland conductivity goes like the reciprocal of pk tanh (2ft) 
instead of pk. In the optically thin limit for two face-contacting 
volumes, the exchange factor must vary as (pikiZi)(paks&). Equa­
tion (19) with n — 1 may be rewritten for nonoverlapped lines in 
the form 

4pikiFi7 ,
l_2 = B 2 

[t + bpkB tanh (2/3)] 

X [1 - T{r„,h n-,i)][l - T{ri,t,ro,i)] (25) 

This form satisfies both asymptotic limits. 
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Fundamental and Higher-Mode Density-Wave 
Oscillations in Two-Phase Flow 
This paper treats the oscillatory two-phase flow instabilities commonly referred to as 
density-wave oscillations. A dynamic analysis of the single-phase region of a boiling 
channel, accounting for wall heat capacity and the effect of pressure variations on the 
movements of the boiling boundary, is summarized. Experiments conducted with a 
Freon-113 channel at atmospheric pressure revealed the existence of "higher-mode" 
oscillations. These appeared at high subcoolings and low power levels and were char­
acterized by unexpectedly short periods that were fractions of the transit time. The 
presence of the higher modes and other observations are explained in terms of the dynamic 
behavior of the boiling boundary. 

L HE PARTICULAR subject of this paper, the so-called 
density-wave oscillations, will first be situated within the larger 
framework of thermohydrodynamic stability of two-phase flows. 

Two-Phase Flow Instabilities. Macroscopic channel instabilities 
which, in contrast to local or microscopic instabilities, involve 
the entire two-phase flow system are characteristically associated 
with time constants of the order of a few seconds and can essen­
tially be categorized as either instabilities of flow distribution 
among several parallel channels or flow instabilities in a single 
channel. The major distinction between single and parallel 
channels stems-from the formulation of the boundary conditions. 
Whenever the conditions at the channel boundaries are suffi­
ciently specified at all times, the problem reduces to a single-
channel instability. 

There has been considerable confusion in the past, as many 
experiments were designed without making an effort to clearly 
define the limits of the unstable part of the system. In particu­
lar, system-induced instabilities have often interfered with basic 
oscillation mechanisms of the heated channel. Furthermore, the 
term "parallel channels" has been used frequently to recall a 
Wmstant-pressure-drop boundary condition, while it might have 

ien used more properly to denote flow distribution phenomena. 
The thermohydrodynamic instabilities of a single boiling chart-. 

Jiel should be identified according to the physical mechanisms 
Evolved. The literature is generally quite difficult to follow 
s'nce the blanket term "two-phase flow instabilities" has been 
*ed for dissimilar mechanisms. Recent publications [1-3] l 

1 Numbers in brackets designate References at end of paper. 
Based on a paper contributed by the Heat Transfer Division and 

presented at the ASME-AIChE Heat Transfer Conference, Tulsa, 
°Ua„ August 15-18, 1971, as Paper No. 71-HT-13. Manuscript 
"ceived by the Heat Transfer Division April 19, 1971; revised 
Manuscript received January 26, 1972. 
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have finally brought some order, clarity, and classification. 
Major classifications are static and dynamic instabilities. Den­
sity-wave oscillations are perhaps the most frequently observed 
and analyzed dynamic instabilities. 

Density-Wave Oscillations—The Physical Mechanism. T h e d e n s i t y -

wave oscillations are due to the multiple regenerative feedbacks 
between the flow rate, the vapor generation rate, and the pressure 
drop ("flow-void feedback instabilities" [1]). Inlet flow fluctu­
ations create enthalpy perturbations in the single-phase region. 
When these reach the boiling region, they are transformed into 
void-fraction perturbations that travel with the flow along the 
channel, creating a dynamic pressure-drop oscillation in the 
two-phase region. Since the total pressure drop is imposed upon 
the channel externally, this two-phase pressure perturbation 
produces a perturbation of the opposite sign in the single-phase 
region, which in turn creates further inlet flow variations. With 
correct timing, the perturbations can acquire appropriate phases 
and become self-sustained. Therefore, transportation delays in 
the channel are of paramount importance for the stability of the 
system ("time-delay oscillations"), although inertia effects are 
also responsible for the generation of phase shifts. 

A number of auxiliary phenomena, such as transient heat 
storage in the channel walls, variation of the saturation enthalpy 
with pressure, compressibility of the gas phase, thermal non-
equilibrium, variable heat transfer, and changes in the relative 
velocity between the phases, contribute to the fundamental feed­
back mechanism described above by altering the phase of the 
various perturbations. 

The density-wave oscillations considered here will be further 
specialized by the boundary condition tha t the pressure drop 
across the boiling channel be maintained constant. This bound­
ary condition is applicable to the most unstable channel of a 
large array of parallel channels. A natural-circulation loop can 
be described in this fashion if the cold leg is included as part of the 
channel [1]. 
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Table 1 Heater geometries and corresponding functions** M(x) 

Flat 
Plate" 

a 'U.t) 

Soiia 
Cylinder 

q.'U,t) 

Externally 
Coolecl Pipe 

Internally 
Cooled Pipe 

M M 

sh(x) x, M Xjx) + • K(x) 

** la, Ka and 7i, Jfj are the modified Bessel functions of zero and first 
order, respectively. 

* In the case of a flat plate r is the cartesian coordinate. 

Analytical Approach. The fundamental mass-, momentum-, 
and energy-conservation equations need not be repeated here. 
These equations must be used together with appropriate bound­
ary conditions and a stability criterion to predict the perfor­
mance of the boiling channel. 

Although the notion of the (bulk) boiling boundary (BB), i.e., 
the point of the channel where the mixed-mean enthalpy reaches 
saturation, is rather artificial, it will be used extensively through­
out this work. Subcooled boiling upstream of the BB has a 
relatively minor effect on the pressure drop, as the resulting 
changes in the gravitational and frictional components of the 
pressure drop tend to cancel.2 Ignoring the presence of sub-
cooled boiling, it is advisable to treat the single-phase and the 
two-phase regions separately in order to incorporate in each 
formulation all the essential features; the boiling boundary pro­
vides a mathematically convenient separation. Moreover, as 
shown later, and elsewhere [4, 6], a number of experimental ob­
servations can be explained by considering the dynamics of the 
boiling boundary alone. 

The stability of the channel at some given state can be investi­
gated analytically by oscillating sinusoidally the inlet flow and 
calculating the total pressure-drop perturbation, which is the 
sum of the perturbations in the single-phase region, 5Api, and in 
the two-phase region, <5Ap2. The channel will be at the threshold 
of the instability if there is a frequency w for which 

SAp{<a) = SApi(u) + SAPl(w) -*• 0 (1) 

2 Subcooled boiling is further discussed in the section on the flow-
to-enthalpy transfer function. 

satisfying the boundary condition Ap = constant. 
The approach is equivalent to an examination of the inlet-

flow-to-pressure-drop transfer function, frequently called hy­
draulic impedance [1, 5]. Other investigators have used power-
to-pressure-drop, power-to-flow, or power-to-void transfer func_ 
tions. The flow-to-pressure-drop transfer function, however 
seems to provide the most representative and valuable analytic 
description of a boiling channel, although experimentally it might 
be easier to oscillate the heat input rather than the flow. I n . 
deed, the variations of the heat input have a secondary im. 
portance for density-wave oscillations, and are completely 
eliminated in the case of a steady heat source with .negligible heat 
capacity. I t has also been shown [5, 6] that the flow-to-pressure-
drop transfer function can be computed with relative facility and 
accuracy, and used for the stability analysis. 

The complete stability analysis of a boiling channel is beyond 
the scope of this paper. Only the results of a recent formulation 
of the dynamics of the single-phase region [6] will be summarized 
here in order to explain some new experimental findings, namely 
the occurrence of "higher-mode" oscillations. Additional effects 
tha t can be explained in terms of the dynamics of the BB alone 
such as the effect of nonuniform heat-flux distributions and the 
variation of the period of the oscillations, have been discussed 
elsewhere [4, 6]. 

Dynamics of the Single-Phase Region 
The single-phase region is defined as the portion of the channel 

extending from the upstream constant-pressure point (inlet of 
the channel) to the instantaneous position of the BB. The length 
of this region will vary in time as the flow oscillates. 

The dynamics of the heat source will be examined first. Sub­
sequently the energy equation of the coolant will be solved in 
produce the enthalpy perturbations along the channel and i In-
corresponding flow-to-enthalpy transfer function. Finally, I In-
enthalpy perturbation at the BB will be considered, together wii 'n 
the pressure perturbations, to yield the movements of the IU1 
and the flow-to-position-of-the-BB transfer function. 

Dynamics of the Heat Source. A number of investigators, (••£., 
[7,8] , have considered heat-source dynamics. The incenlivc 
was to predict the time-dependent temperature distribution in 
the heater with variable heat-generation rate. In the pres<ri 
problem, it is the flow that is externally controlled. A derivation 
of the temperature distribution in the wall, similar to the c .ni-
given by Smets [7], but simpler, can be found in [6]. The solu­
tions for the various plane and cylindrical heater geometries- ••' 
Table 1 are presented here. 

The following assumptions were made in the derivation: . 

(a) The heat generation rate is steady. 
(b) Average, constant values of the thermophysical proper­

ties'are used. 

-Nomenclature-
A = flow area 
a = coefficient defined by equation (2) 
6 = coefficient defined by equation (8) 
c = specific heat of wall 

cf = specific heat of liquid 
h = enthalpy 

K = forced-convection heat-transfer co­
efficient 

j = imaginary unit 

k = thermal conductivity of wall 
P = heated perimeter of channel 
p = pressure 
q = total heat input rate 

q' = heat input rate per unit length of 
heated channel 

r = radial coordinate 
s — Laplace variable or complex fre­

quency (to be evaluated as ju>) 
T = temperature 
t ~ time 

V = velocity 
w = mass flow rate 
x = quality 

z — axial coordinate, measured from 
inlet of heated section 

2»n° = equivalent inertia length 
a. = thermal diffusivity of wall 
X = wavelength 
p = density of wall 

pf = density of liquid 
T = period of oscillation 

o> = angular frequency, 2T/T 

Subscripts 

b = bulk (mixed-mean) 
bb = boiling boundary 
/ = liquid phase 

fg = transition from liquid to vapor 
g = gas phase 
1 = single-phase region 

2 = two-phase region 

Additional symbols are defined in text. 
Steady-state and transient parts of va';' 
ables are distinguished by subscript o ''r 

superscript ° and prefix 5, e.g., X(t) a 

Z» + 8X(t). 
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I 2 3 

LENGTH ALONG THE CHANNEL, z t f l l 

Fig. I Flow-to-enthalpy transfer function along the channel. Uniform 
heat flux distribution, X = 1.S3 ft, r = 4.46 sec, Freon-113 at 81 deg F. 
The solid line is the high-frequency approximation (Table 2) of the solu­
tion, equation (7) , shown in dotted line. (Circular channel simulated 
by a flat plate.) 

(c) The surface of the heater at r = Ri (see Table 1) is in­
sulated or conducting a steady heat flux (external heating or heat 
loss). 

(d) Heat transfer to the coolant at r = Rc is governed by a 
heat-transfer coefficient which depends on the instantaneous 
value of the average flow. Lacking a better description of the 
transient convective boundary condition and ignoring thermal 
entrance effects, it was simply assumed that for small and slow 
variations, quasi-steady-state conditions hold. If the steady-
state heat-transfer coefficient he" varies like the a th power of the 
flow (for turbulent flow generally a = 0.8), 

Shjf) _ M i ) 
hc« v>o 

(2) 

(e) The heat input profile qo'(z) varies smoothly along the 
channel, and axial heat conduction can be neglected. 

As no source term appears in the time-dependent part of the 
conduction equation, the transient solution will be independent 
of the radial heat-source distribution. Furthermore, the bound­
ary condition at r = R, allows inclusion in this t reatment of the 
case of a wall without internal heat generation. Physically this 
means that the transient heat flux to the coolant springs entirely 
from the heat stored in the heater. 

The Laplace transform3 of the transient part of the temperature 
distribution in the wall is 

tT(z, r, 8) 

C8Tb(z, s) - ~ E(z)Sw(s) 

±Vns M7(VwMrCM(Vni) 
M W«) (3) 

(the minus sign in the denominator applies to the case of the 
internally cooled pipe only), with 

C~ 

E(z) = 

hc° 

h/Re 

a q0'(z) 

k MJo 

(4) 

where T* = Rc
2/a is the conduction time constant. The function 

M is given in Table 1 for each particular geometry considered. 

3 The same symbols are used for the transformed functions with 
'he argument t replaced by the complex frequency s. 

Journal of Heat Transfer 

M' is the derivative of M. For r = Rc, equation (3) yields the 
temperature of the cooled wall. 

Flow-to-Enthalpy Transfer Function. The following necessary and 
customary simplifications are made: 

(a) The radial temperature and velocity distributions are 
considered not to be affected by the oscillations of the flow 
(quasi-steady profiles). 

(b) Subcooled boiling is ignored. 
(c) The flow is assumed incompressible; average values of 

the fluid properties are used. 
(d) The kinetic- and potential-energy terms in the energy 

equation are neglected. 

The first two assumptions require some discussion. The con­
cept of perfect or instantaneous mixing implied by (a) is question­
able. Indeed there is a delay involved in the diffusion of heat 
from the wall toward the center of the channel [9], which results 
in a temporal distortion of the temperature profile. Further­
more, the propagation of the enthalpy perturbations might be 
significantly altered by the changes of the radial velocity profile 
in the coolant [10]. 

The axial void distribution in the subcooled region is essen­
tially determined by the position of the point of net vapor gener­
ation. The analyses of Levy [11], Staub [12], and other authors 
indicate tha t fluctuations of the velocity and the temperature 
profiles will alter the position of this point. Therefore, two-
dimensional treatments of transient or oscillating flow will be of 
little use unless the details of subcooled vapor generation are also 
considered. The simple notion of the boiling boundary should 
then be replaced by simultaneous consideration of the effects 
of the time-varying velocity and temperature profiles at the point 
of net vapor generation. 

Unfortunately, at the present time there is no analysis that 
will permit incorporation of the radial effects in the dynamics of 
the single-phase region; it is then consistent to ignore both the 
radial effects and subcooled boiling. The model presented here 
might be inaccurate under some conditions, but nevertheless it 
correctly predicts the experimental trends and offers a foundation 
on which future corrections can be added. 

The energy equation of the coolant was linearized and Laplace-
transformed with the initial and boundary conditions 5Tj(z, 0) = 
0 and 5T&(0, t) = 0. The resulting linear differential equation 
was integrated along the channel to yield the flow-to-enthalpy 
transfer function 

H{z, s) : 

where 

bh(z, s) 

5w(s) 0 9° 

K(.) = ¥ 

L(s) = —-
100 

s + 
1 F(s) 

TC F(s) + C_ 

( 
(1 - a) + a 

(5) 

(6) 

*"(*) + CJ 

F(s) = ±-\A"A;S 
M'(VTkS) 
M(Vrts) 

the minus sign applying again to the internally cooled pipe, and 

PtcfA 
Tc ~ Phe» 

qa is some reference linear heat-input rate and Vo is the reference 
coolant velocity, w0/Apf. In a nondimensional form, 

H*(z, s) = ^ - T T T = T~ H(z, s) 
ow(s)/v)o hf„ 

Once the linear heat-rate distribution q0'(z) is specified, the 
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Table 2 Limiting cases of the flow-to-enthalpy transfer functions; uniform 
heat-flux distribution 

LENGTH ALONG THE CHANNEL, z 

Fig. 2 Effect of the coolant- and saturation-enthalpy variations on the 
movements of the boiling boundary 

integral in equation (5) can be evaluated to yield explicitly 
H{z, s). For example, in the case of a uniform heat-flux dis­
tribution 

H(z, g) = 
Ms) 
K(s) 

[1 - - • K ( « ) * l (7) 

The solutions for other cases of interest can be found in [6]. The 
availability of fast computers, programmable to execute complex 
algebra, and special-function subroutine packages eliminates the 
incentive for approximation of these expressions by simpler 
formulas. The variation of the transfer function a t a given 
frequency along the channel is shown in Fig. 1 for a set of condi­
tions representative of the experiments reported in [6]. 

Characteristic Constants—Time-Dependence and Space-Dependence. 
The time-dependence of the enthalpy perturbations can be char­
acterized by three constants, namely: 

the wall-conduction time constant, 

Th = 
Bcpc Be"1 

k/Rc a 

the film-conductance time constant, 

Bcpc Bck 
T" = 17 = A« 

and the coolant-heat-capacity time constant, 

_ pfCfA 

Excluding geometry factors, these time constants are formed as 
the ratios of wall heat capacity Bcpc, heater conductance k/Rc, 
film conductance hc°, and coolant heat capacity p/C/A /P. Notice 
that C, equation (4), is equal to Tk/Th-

The limiting forms of H*(z, jo) at high and low frequencies and 
for the intermediate case of negligible temperature gradient in 
the wall are given in Table 2. Heat storage in the wall plays an 
important role when the period is shorter than either 2irTh or 
2TTTC. 

Stenning and Veziroglu [2], in a similar derivation, did not 
consider the wall dynamics but did account for flow-dependent 
heat flux by writing 8q'/q0' = a5w/w0 in the energy equation. 
This results in the high-frequency approximation of Table 2. 
This approximation was a rather poor one in the range of interest 
in the present work (2- to 10-sec periods). The low-frequency 
approximation amounts to completely neglecting the heat storage 
in the walls and was equally unacceptable. 

The "wavelength," X = VoT, appearing in the first term, s/Vo, 
of the exponent K(s), equation (6), determines the space-depen­
dence of the solutions. The periodic character of the solutions 
in space is justified as follows. 

The axial position z of a fluid particle that spent a time At in 
the heater will depend on At and on the time at which the particle 
entered the heated section (Lagrangian description). For a 
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High-Frequency 
Approximation 

T « 2ITTA 

x « £HTC 

tfegligiVls Temp, 
Gradient In, Jleater 

T » Snxk 

or k + M 
v i t h Rcpo j> 0 

Low-Frequency 
Approximation 

T » Bitrv 
and K 

T » 2riTh 
or 
(B pew} •>• 0 

J { J M ) f 

/5Hi* jh-

0. 

0 

Xtju) + 

( 1 - a ) 

[(1-*A] 

i 

'»K 
-qo 

'-

•J0(l-<>)+ J - -K(M* 

JU 

-J«f-

33" 
- 1 

* 0 

uniform and steady heat input to the fluid, the enthalpy gained 
by a fluid particle is directly proportional to its residence time 
At. Assuming a sinusoidal variation of the flow, if At is chosen 
equal to the period of the oscillation r, all particles will reach the 
same point of the channel at At, regardless of their entrance time 
during the cycle, and therefore gain the same amount of enthalpy 
on the way. Therefore, the enthalpy variation will resemble a 
standing wave with nodes equally spaced by a wavelength X = 
VoT, as is clearly shown in Fig. 1. Any unsteadiness or non-
uniformity of the heat input to the fluid will tend to blunt the 
sharp nodes. Heat storage in the walls produces such an effect. 

Position of the Boiling Boundary. - The time-varying position of 
the boiling boundary Zbb{t) is determined by the enthalpy vari­
ations of the coolant. In a low-pressure system, however, the 
movements of the BB are also affected by pressure variations. 
The perturbations at the instantaneous position of the BB will 
be approximated by their values at the reference position of the 
B B , zbb°. 

Fig. 2 shows the profiles around the BB of the coolant enthalpy 
h and the saturation enthalpy hf at steady state and at some time 
during the oscillation. The static pressure variations along the 
channel are responsible for the slope of the saturation-enthalpy 
profile. The dynamic pressure oscillations are due to changes in 
flow that produce a change in the frictional component and add 
an inertial component. These will cause the vertical displace­
ment of hf(z). 

Assuming that the total steady-state frictional pressure drop 
in the single-phase region can be expressed as Api/r° = constant-
Wo6 (where b is generally equal to 1.8 for turbulent flow), and that 
the friction factor obtained from steady-state experiments is 
applicable to a dynamic situation, the frictional component 
becomes 

\ <>W JZMo 

The inertia term is given by 

d5w 

dt I dz 

Mz) 

8w 
bApifr0 — 

Wo 

Zin" d8w 

A dt 

(8) 

where z,„° is the equivalent inertia length for the single-phase 
region. The two dynamic terms will displace the saturation-
enthalpy profile by Sh/bb", and all the combined static and dynamic 
effects will cause a net movement of the BB (Fig. 2) equal to 

8zbb = 
- 8 W + 8hfbb« 

/dhfi\ (dh/\ 

\ dz Jib \ dz Jb 

(9) 

Cast as a transfer function, equation (9) becomes 
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Fig. 3 Simplified block diagram of the boiling channel 

£(«) = 
dzbb(s) 

-H(zbio,s) + 
/dhf\ 

\dp) 

Sw{s) g o W ) _ /cftA 
Wo \ dp J 

•PUs) 
pbb" (10) 

•Pi. 

where (dhf/dp)nbn is the derivative of the liquid saturation en­
thalpy evaluated at p&j,0, 

-ffl. 
is the pressure gradient at ZJJ0, and 

Piw(s) = b 
Api/r° 

Wo A 

(11) 

(12) 

is the fiow-to-pressure-drop-in-the-single-phase-region transfer 
function. 

The dynamic corrections bhfib" are generally small or even 
negligible, except when the non-boiling length becomes very large 
and the period is short. The dynamic terms may increase or 
decrease the delay of 8zbb depending on the relative magnitudes 
of the Motional and inertial contributions. The static pressure 
term {dhfa/dz)hb has only an attenuating effect on 8zbb- There­
fore, the phase of the oscillation of the BB depends in most cases 
uniquely on the phase of the enthalpy perturbation at the steady-
state location of the BB. For this reason, the two transfer 
functions H(s) and Z(s) can be used almost interchangeably in 
investigating the stability of the channel. 

Block Diagram of the Channel. Fig. 3 shows the block diagram of a 
boiling channel. The single-phase region is represented by three 
transfer functions, namely, Z, Pu, and Piw, given by equations 
(10), (11), and (12), respectively. The two-phase region is 
described by a transfer or describing function, P2. Conventional 
methods for the calculation of the pressure-drop perturbations in 
the boiling region do exist [1, 2, 5]. A new and numerically 
efficient method based on a Lagrangian approach is described in 
[6]. The total pressure-drop perturbation and the stability 
criterion are given by equation (1). The block diagram of Fig. 3 
can be easily transformed into a closed-loop diagram to permit 
application of conventional control-theory methods [6]. 

Experimental Detection of Higher-Mode Oscillations 
The experimental work that led to the detection of the higher-

mode oscillations has been presented elsewhere [4, 6]. A long, 
heated, Freon-113 channel, subject to a constant pressure drop 
from inlet to exit, was used in the experiments. Tests were con­
ducted slightly above atmospheric pressure. Details of the ap­
paratus and procedure and the data can be found in [6]. During 
an experimental run the channel power, the exit pressure, and 
the inlet temperature were maintained constant, while the inlet 
pressure and the flow were decreased continuously so that the 
channel was led through a continuum of stable states and even­
tually reached the threshold of stability. 

Fig. 4 is a typical stability map in the dimensionless enthalpy-
subcooling plane. The subcooling, Ahi, is denned as h(zbb") — 
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Fig. 4 Experimental stability map at 265 Btu/hr-ft. Uniform heat-flux 
distribution. (Smoothed threshold line for zero-order oscillations at 795 
Btu/hr-ft also shown in dotted line.) 

~ ~ ^ ~ ^ ^ w J 4 t | M li 
TIME 

Fig. 5 Inlet flow trace showing two different oscillation modes; go' = 
795 Btu/hr-ft, ATB„bb = 65.4 deg F. Uniform heat-flux distribution. 

h(0). As shown in this figure, the flow was stable at low values 
of the enthalpy parameter. Experimental threshold points are 
shown in circles. The scatter of the threshold points at very 
low subcooling is believed to be partly due to the coolant con­
taining dissolved air tha t precipitated boiling and the occurrence 
of oscillations. 

With Freon-113 as the test fluid, the experiments could be 
pursued beyond the threshold (i.e., within the unstable region) 
without encountering excessive wall temperatures. Thus the 
discovery of sudden changes in the oscillation pattern, referred 
to here as transitions, was made possible. Transition points and 
approximate transition boundaries are also shown in Fig. 4. 
These transitions are related to phenomena that will be referred 
to as higher-mode (or order) oscillations for reasons that will soon 
become apparent. The following observations led to their 
detection: 

(o) In the enthalpy-subcooling plane at high subcoolings, 
the threshold lines should rapidly curve toward the right [13, 14]. 
Such a behavior was not observed; the stability boundaries re­
mained vertical or even curved to the left. 

(b) I t has been well established [2, 15, 16] that the period of 
the oscillation is approximately equal to twice the "transit t ime" 
in the channel, and is a continuous function of subcooling [13]. 
In the higher-mode region the measured periods were equal to a 
small, approximately constant fraction of the expected period. 

(c) Finally, during the experiments, as the average flow was 
slowly reduced, there were these sudden changes in the oscillation 
pattern and period, named ."transitions." Often the oscillations 
seemed to decay, only to diverge again with a different frequency. 
Fig. 5 shows the flow trace for such a transition point. At other 
times the transitions occurred, without decay of the oscillation, 
by a mixture of the two modes over a few cycles. 
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The dynamic analysis of the single-phase region has revealed 
the existence of enthalpy nodes separated by a wavelength X. 
The oscillations were assigned an order according to the relative 
position of the BB. If the BB is in the first wavelength (zw,0/ 
X < 1), the oscillation will be called "fundamental" or of "zero 
order." In general, 

order of oscillation = integer part of «w,°/X 

When the unstable region was further subdivided according to 
the order of the oscillations, a consistent stability map emerged. 
The transition points became "threshold" points for some adja­
cent region, exhibiting a different, generally lower, order of in­
stability. All the boundaries curved, as expected, to the right 
(Fig. 4). 

The theory shows that the portion of the channel from the 
inlet to the last node before the BB should not be taken into 
account for the calculation of the transit time.4 This correction 
makes the "unexpectedly" short periods legitimate. The periods 
of the oscillations, plotted separately for each mode, varied 
smoothly with subcooling. 

Although no reports on experimental observations of higher-
mode oscillations were found in the literature,6 their existence 
has been predicted by stability analyses showing that more than 
one line of neutral stability exists [6, 16, 18]. Apparently there 
seems to be a dynamically acceptable range of periods (approxi­
mately 2 to 10 sec in the present case). As the period of the oscil­
lation is related to the transit time, each point in the stability map 
can be assigned, a priori, a potential fundamental oscillation 
period [6, 19]. At low subcoolings and high power levels, as the 
fundamental period becomes short, the occurrence of higher 
modes with even shorter periods is unlikely. On the other end, 
when the transit time becomes excessively long the fundamental 
period is broken into smaller fractions. 

When the inlet flow is gradually decreased, as in the present 
experiments, the locations of both the enthalpy nodes and of the 
BB change, and their relative positions must be considered. 
For example, as the BB reaches an enthalpy node, or as the chan­
nel crosses a neutral stability line, the oscillation might no longer 
be sustained and another mode might emerge. These con­
siderations are unfortunately complicated by the existence of 
strong nonlinearities within the unstable region. Regions where 
extensive mixing of modes occurs are probably indifferent to the 
order of the oscillation. In one instance, at very low inlet 
velocity, it has been possible to observe visually a change of 
mode. There seemed to be a sudden shift of the average posi­
tion of the oscillating BB to a location a few inches upstream, 
suggesting tha t delays in nucleation might be occasionally present 
before the transitions. I t is evident, however, tha t the higher 
oscillation modes are not caused by nucleation instabilities. 

The amplitude of the oscillations decreased with increasing 
order; however, even the higher-order oscillations would be of 
sufficient amplitude to cause-control problems in a real system. 

Experiments to Confirm the Mechanism of Higher-Order Oscillations. 
In the case of higher-mode oscillations, with uniform heat dis­
tribution, the portion of the channel up to the last enthalpy node 
before the BB does not contribute much to the enthalpy perturba­
tion at the BB. I t should then be possible to remove the heat 
input from this portion of the channel and provide the corre­
sponding enthalpy rise by an equivalent increase of the inlet 
temperature without affecting the stability. 

A reference transition point having a wavelength approxi­
mately equal to the test length6 was chosen, in order to be able 
to cut off the power from portions of the channel that were multi-

4 This is equivalent to subtraction of multiples of 2 ir from the 
argument of the enthalpy perturbation. 

5 Fabrega [17] has observed in rare instances a "second oscillation 
boundary'' which might have been a transition boundary. 

6 The heated channel was divided into seven individually heated 
test lengths. 

pies of the wavelength. Unfortunately, such a procedure assures 
exact similitude of the enthalpy perturbations at the reference 
state of the channel only. Nevertheless, four experimental runs 
were made with the power cut off from the first n = 0, 1, 2, and 3 
wavelengths, respectively. In the vicinity of the reference point, 
a remarkably similar pattern of oscillations and transitions from 
mode to mode was observed. The experimental threshold and 
transition points, plotted with the corrected coordinates 

q* = q + nAq and Ahi* = Ahy + ^—-

where Aq is the heat input to a test length, fitted well in the 
enthalpy-sub cooling map, confirming the explanation given 
above [6]. 

Conclusions 
The stability of a boiling channel to density-wave oscillations 

can be investigated by oscillating the inlet flow. 
The movements of the boiling boundary were predicted taking 

into account both the static and the dynamic pressure-drop 
perturbations. The importance of the dynamic terms is pre­
dicted to increase in proportion to the length of the single-phase 
region, and with the frequency of the oscillation. However, in 
most cases the movements of the boiling boundary are uniquely 
determined by the enthalpy perturbations at the steady-state 
location of the boiling boundary. Therefore, the delay of the 
enthalpy perturbation at the average position of the boiling 
boundary is of primary importance for the stability of the chan­
nel. Under certain conditions heat storage in the channel walls 
can play an important role. 

The space-dependence of the enthalpy perturbations along 
the channel was shown to be periodic. This periodicity led to 
the concept of ordering the oscillations according to the number 
of complete wavelengths present in the single-phase region. 
At high subcoolings and low heat inputs, the channel exhibited 
higher modes of oscillation with frequencies that were multiples 
of the fundamental frequency. Sudden changes in the period of 
the oscillations were also recorded in this region. These phe­
nomena were explained in terms of the dynamic behavior of the 
boiling boundary. 
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Optimization of a Heat Pipe with a 
Wick and Annulus Liquid Flow 
An analytical model has been formulated for the parametric study of liquid flow charac­
teristics in the heat pipe, which consists of a porous tube, a closed outer container tube, 
and an annulus between them. The analytical model includes the effect of the rate of 
change of momentum, surface tension forces, the frictional forces in the body of wicking 
material and at the wall, as well as the axial variation of static pressure supporting the 
capillary meniscus at the liquid-vapor-wick interface in the vapor passage. The length 
of the condenser of the heat pipe was optimized as a function of the radial heat flux rate 
and the ratio of the liquid flow rate in the annulus to that within the wick, WJW„. 
The effect of pressure loss and recovery in the vapor passage of the heat pipe on the opti­
mum length of condenser was investigated. 

Introduction 

Ti: I HE MAIN role of the wick material in the heat pipe 
is to provide a liquid-vapor surface with a capillary meniscus. 
In the evaporator the liquid-vapor meniscus has a more concave 
surface due to evaporation of the working fluid. In the condenser 
it becomes nearly flat. Thus a pressure gradient is set up, driving 
the fluid back to the evaporator, see Fig. 1. It is, therefore, 
beneficial to provide a liquid annulus between the wick and the 
solid wall for the additional return of the condensate to the 
evaporator. However, the liquid layer may give an additional 
resistance to radial heat flow, so that the overall heat conductance 
becomes smaller. If the thermal conductivity of the liquid is 
large as with liquid metals, the liquid annulus would be ad­
vantageous for avoiding the "dry-out" limit of the wick. 

For the parametric study of liquid flow characteristics in the 
heat pipe Kunz et al. [I]1 have formulated an analytical model 
which includes the effect of rate of change of momentum, surface 
tension forces, and the frictional forces in the body of the wicking 
material. In their analysis it is assumed that the static vapor 
pressure is constant in the vapor passage, but it is not true for the 
heat pipe operating at low vapor pressure. As the local static 
pressure in the liquid passage is determined by the vapor pressure 
supporting the capillary meniscus (wick-liquid-vapor interface) 
in the vapor passage, the effect of the axial variation of static 
vapor pressure is included in the present analysis. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (without 

presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript re­
ceived by the Heat Transfer Division February 3, 1970. Paper No. 
71-HT-V. 
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Wvlvvvl'eg LIQUID FLOW *j'j'jU'jjjy'ji>y'Ji 
HEAT IN HEAT REJECTION 

EVAPORATOR • CONDENSER 

Fig. 1 Schematic of a heat pipe: distribution of pressure in the heat 
pipe operating at low vapor pressure 

Liquid Flow Analysis 
An analytical model has been formulated for the parametric 

study of liquid flow characteristics in the heat pipe, which consists 
of a porous tube, a closed outer container tube, and an annulus 
between them. The annulus permits increased liquid return 
from the condenser to the evaporator. The analytical model in­
cludes the effect of the rate of change of momentum, surface ten­
sion forces, the frictional forces in the body of wicking material 
and at the wall, as well as the axial variation of static pressure 
supporting the capillary meniscus at the liquid-vapor-wick 
interface in the vapor passage. 

The following assumptions are made concerning the liquid flow 
model shown in Fig. 2. 

1 The wicking material is isotropic, is of constant thickness, 
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-Nomenclature-

Ai, Ai = form coefficients 
A a = cross-sectional area of liquid 

ammlus 
Am = cross-sectional area of porous 

tube (wick) 
Bi, Bi = form coefficients 

B' = coefficient of proportionality 
Cs = dimensionless correction factor 

for annulus flow past the 
screen cylinder 

Da = mean diameter of liquid annu­
lus 

De = outside diameter of liquid an­
nulus 

Dw = inside diameter of liquid an­
nulus (wick-annulus inter­
face) 

Fu = viscous drag force 
Fp = external pressure force 
hfg = enthalpy of evaporation 
IIL — enthalpy of saturated liquid 
hv = enthalpy of saturated vapor 

Ka = annulus friction factor 

lournal of Heat Transfer 

Kw — wick friction factor 

m = -\/eK„ 
mc ~ mass rejection rate per unit 

length of condenser (con­
densing rate) 

N = {pLhfa(x/jxL) 
P = absolute static pressure in the 

annulus 
absolute static pressure in the 

wick 
absolute stream pressure at 

downstream end of con­
denser (vapor side) 

absolute stream pressure at 
axial distance z = zm (vapor 
side) 

radial heat flux rate 
volumetric flow rate 
inside radius of porous tube 

Ri = inside radius of liquid annulus 
K2 = outside radius of liquid annulus 

= radial direction coordinate 
= radius of curvature 
= axial velocity of liquid in wick 

P = 

± vm — 

5 
Ra 

r 

(R 

ua = axial velocity of liquid in an­
nulus 

«; = slip velocity at wick-liquid 
interface 

VL = average liquid velocity 
WL = total mass rate of flow of liquid 
Wa = mass rate of flow of liquid in 

annulus 
Wv> = mass rate of flow of liquid in 

wick 
2 = positive axial direction coordi­

nate 
z' = negative axial direction coordi­

nate 
zm — optimum condenser length 
Sa = thickness of annular liquid 

layer 
8W = average wick thickness 

e = porosity of wick 
8 = contact angle 
fi = dynamic viscosity 

P i = mass density of liquid 
a = surface tension of liquid 
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and is saturated with a wetting liquid along the entire length of 
heat pipe. 

2 The liquid is at the same temperature along the entire 
liquid passage. 

3 At any given point of the same axial distance, the liquid-
vapor interface meniscus can be characterized by one radius of 
curvature. 

4 The velocity of the liquid in the wiek and annulus VL is the 
average velocity in the wick and annulus, and has a z component 
only. 

5 Any terms containing differentials raised to the second or 
higher powers are neglected. 

The summation of forces acting in the axial direction on the ele­
ment of a porous tube saturated with liquid and with an annular 
liquid layer of length dz gives the differential equation of 2-direc-
tion momentum, see Fig. 2(a). 

net capillary forces can be assumed to be both laminar and rela­
tively free from inertial effects. Applying Darcy's law for the 
flow in porous medium and Stokes' equation for the slow, viscous 
flow past a circular screen annulus, the radial velocity profile in 
the liquid passage was derived in Appendix A and the axial pres­
sure drop in the liquid passage was derived in Appendix B as 

dPL = K, (£) 
WL 

irDJ„(l + WJW„) (8) 

where Ww is liquid flow rate in the wick, Wa is liquid flow rate in 
the annulus, Kw is the wick friction factor, and Dw is mean diam­
eter of the wick tube. 

Substituting equations (6), (7), and (8) into equation (2), and 
integrating we then obtain an integral-continuity-momentum-
energy equation as follows 

Positive forces 

1 (p,-~J(.eAw + Aa) 

2 VLWL 

"1 

2 

3 

{VL 

(t) 

+ dPv 

Negative forces 

2(7 \ 

(R + d(R 

(VL + dVL){WL + dWL) 

(eAw + Aa)dz 

(eAw + Aa) 

(1) 

Summing up the positive and negative forces, eliminating dif­
ferentials of higher order, and dividing throughout by {tAm -\-
Aa)dz results in the following expression / * • • / < £ £ & + / > + / - - (9) 

\dz) + 
d(WLVL) 

(eAw + Aa) 

2a (djl\ /dPA _ 

5t2 \ dz J \dz J (2) I 2qhdz L-Zm 

L h/g
2pL(e8w + 8a)2 

Neglecting the changes in kinetic energy and axial conduction 
of heat, the energy equation can be expressed for the liquid ele­
ment in Fig. 2(6) as follows 

+ J>(2) qzdz 

. . . . . d(WLhL) 
(mcdz)hv = 3 dz + qwDcdz (3) 

- t f . - j 2 , - (10) 

where rhc is mass rejection rate per unit length of condenser, Dc is 
the inside diameter of container tube, and q is time rate of heat 
transfer per unit area (the heat flux rate). 

But from the equation of mass conservation we have 

where (tAw + Aa) ^ irDc(i8w + 8a) and £>„; ^ D„ were intro­
duced. 

The maximum output of the capillary pump can be obtained 
when the following conditions are satisfied in the heat pipe 

mcdz = PL (v) (eAm + Aa)dz (4) 
at z = L, 

at z = L 

(R —*• infinite 

01 -*• (Rmio 

( ID 

Substituting equation (4) into equation (3) yields the combined 
energy-continuity differential equation 

VLPL (t)-*- dVL qTrDc 

hL) pL — h T-J —~r\ 
dz (eAw + Aa) 

0 (5) 

where (Rnun is the minimum radius of curvature that the wicking 
material can support, and zm is the optimum (maximum) con­
denser length. Using the limits of equation (11), equation (10) 
can be integrated and solved for z,„ to obtain 

Assuming that the axial gradient of the liquid enthalpy is negligi­
ble and integrating equation (5) one can show that the average 
liquid velocity varies linearly with z in the condenser, thus 

IN 

VL = 
qwDcZ 

ffimin 0" 

P « ) 

Kwq\ 1 

+ 
2q 

h/g(Awe + Aa)pL 

The total liquid flow rate then becomes 

WL = —— z 
hfa 

(6) 

(7) 

where 

_ 2 U » U + Wa/Ww) iJ,Lhfg(e 8W + Sa)
2K, 

N* = (pLhfga/fiL) 

;]J 

V. 

(12) 

Because of the low flow rates and velocities encountered with 
capillary flow in a wick, Darcy's law can be applied to the liquid 
flow through porous media. The annulus flow produced by the 

The maximum heat transfer capability of the heat pipe can be 
obtained by equation (13), if the radial heat rejection flux rate q is 
specified, thus 

Qmax = qwBez,n (13) 
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Fig. 4 Effect of pressure recovery and loss on optimum condenser length 

Results and Conclusions 
The optimum condenser length of a water heat pipe was calcu­

lated by equation (12) and presented in Fig. 3 as a function of the 
radial heat rejection rate q, and the ratio of the liquid flow rate in 
the annulus to that in the wick, Wa/Ww. The effect of pressure 
loss and recovery in the vapor passage of the heat pipe on the 
optimum length of condenser is shown in Fig. 4. 

The pressure recovery of the vapor in the condenser section of 
the heat pipe contributes to a more favorable pressure gradient 
for the liquid flow to the evaporator. 

The "dry-out" limit of the wick can be increased by the 
presence of a liquid annulus between the wick and the solid wall, 
but the liquid layer can be an additional resistance to radial heat 
transfer if the thermal conductivity of the liquid is small. A 
radial temperature profile in the condenser section of the heat 
pipe is shown in Fig. 5 [2]. 

The increase of the liquid flow in the annulus with respect to the 
liquid flow rate in the wick increases the heat transfer capability 
of the heat pipe, if the thermal conductivity of the liquid is large. 
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A P P E N D I X A 
Velocity Profiles of Liquid Flow in the Wick and Annulus 

Because of the complexity of the flow in the pores we can regard 
the porous region as a homogeneous regime in which the original 
microscopic flow is represented by an apparent mean flow, and 
we may consider the liquid flow in the wick and annulus as two 
distinct homogeneous regions. These two regions are separated 
by a geometrical interface located a t the physical boundary of the 
porous body. A schematic representation of a shear flow within 
and above a porous circular cylinder (annulus) is shown in Fig. 6. 

The slow, viscous flow through a circular screen annulus can 
be analyzed based on Stokes' equations and the flow in the porous 
medium by Darcy's equation. In the immediate vicinity of the 
interface the velocity can vary rapidly under the direct influence 
of the external shear. Darcy's law ceases to apply here, and the 
field macroscopic equation must be used. 

The general macroscopic equations of motion for liquid flow 
through porous media, when only the Reynolds number is small, 
have been derived in Shen [3]. 

V-u„ = 0 

- V P + ^ V H i „ 
6 

KmfiLuw 

(1A) 

(2A) 

where uw is the velocity vector in the wick, fj.L is the coefficient of 
viscosity, e is the porosity of the wick, and Kw is the wick friction 
factor. 

For incompressible, viscous flows in which the inertial effect is 
negligible, Stokes' equations are: 

V-u„ = 0 

-VP + MiV2u0 = 0 

(3A) 

(4A) 
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where u„ is the velocity vector in the liquid annulus. 
For the flow in the porous cylinder equations (1A) and (2A) in 

plane polar coordinates reduce to 

tPuw 1 duw 
dr2 r dr 

Kweuw = 
Mi m 

dP , dP 
— = 0 , and — = const, 
or dz 

(5A) 

(6A) 

where dz = -de' is used. 
For the axisymmetrical viscous flow between a solid and porous 

cylinder equations (3A) and (4A) in plane polar coordinates reduce 
to 

^ L « + I *f? = _ 1 (*?\ (7A) 
dr"1 r dr fiL \dz' / 

dP dP dP , dua ± / r w s 

- = const., — <SC —, and —— = const. (8A) dz dr dz' dz 

These equations (6A) and (8A) together with the non-slip 
boundary condition on the wall and the following interface 
boundary conditions between a viscous flow region and a porous 
medium are sufficient to determine the solution of the flow within 
the porous medium (5A) and in the annulus past a porous cylinder 
(7A). 

Interface boundary conditions 

Uw ~ u0 = u.', at r = R, 

P = P 

Non-slip boundary conditions at the solid wall 

u„ = 0, at r = Ri 

and 

Uu, = 0, at r = Ro 

The general solution of equation (7A) is 

Ai In r + Bi 
r* /dP\ 

4/xL \dz'J 

(9A) 

(10A) 

(HA) 

(12A) 

(13A) 

o 
Ui 
if) 

o 
o 
UJ 

Q 

o 

0.32 

0.30 

0.28 

0.26 

0.24 

0.22 

0.20 

0.18 

0.16 

0 . H 

0.12 

0.10 

0.08 

0.06 

0.04 

0.02 

0 

— 5 4 — ] 

5 

Z 

R
E

E
 

o 
to 

~)r^ 

r 

UJ 
u 

N
T

E
R

F
A

 
IC

K 

5 

/ 

. . . , . • , 

.IQUID 

' "T i 

- i —r -i - i 

ANNULUS 

a \ 
& / 1 / \ \ 

/ °/ \ \ 
/ / ^ / \ \ 
/ / v \ \ 

/ / ' V ~ \ \ 
/ / v \ \ 

7x~X 
> ^ ~ \ 

i J i i 

i i — 

-

•• 

W
A

LL
-

Q 

\ ^ -

\ ^ 

\ \ 

\ W " 

1 | " < S 

1.0 

Fig. 7 
tube 

0 0.2 0.4 0.6 0.8 
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and the general solution of equation (5A) is 

u» = i j ^ V e f f / ) + B2%(iVeKwr) -
4ju. , \dz'J (14A) 

The form coefficients Ai, Bi, As, and B% can be readily determined 
by a simple application of the boundary conditions (9A), (10A), 
(11A), and (12A). 

Bi = 

1 In (Ri/Ri) 

- [X(R2) - X(Ri) - u,-] In Ri + X(R2) In (fa/Ri) 

where X(r) = (r*/±nL){dP/dz') 

[ui + (X(Rj)j yvdmRo) - fX(Rt)%(imRi) 
lg<,(imRi)%(imR0) - 3<j(imRo)yo(imRi)} 

[\ii + eX(Ri)]$0(imR0) - iX(R0)g0(imRi) 

At = 

B2 = 

where 

[^(imR^goiimRa) - %(imR0)8v{imRi)] 

= VeKw 

(15A) 

(16A) 

(17A) 

(18A) 

In order to satisfy the interface boundary condition (P - P) it 
is required that the pressure gradients for the both flow regions be 
equal. 

dP dP r _ 
dz' = lz< = ~ K ^ 

(19A) 

200 / M A Y 1 9 7 2 

The slip velocity at the interface u,- is unknown, but it could be 

Transactions of the AS ME 

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



determined by applying another approximate interface boundary 
condition [3] 

/du„\ = /du.A 
^ dr ) ~ \dr J' 

r^Ri (20A) 

For the present investigation it was assumed that the slip velocity 
is equal to the average velocity in the wick. 

Substituting equations (19A) and (21A) into equations (13A) and 
(14A) we can obtain the velocity profiles in the wick and the 
annulus. Fig. 7 shows the velocity profile of the liquid flow in the 
annulus between -wick and wall as a function of axial pressure 
gradient. 

A P P E N D I X B 

Wick and Annulus Friction Factor 
The equations governing the flow through the porous medium 

were established empirically by Darcy. I t was assumed that the 
velocity within the porous medium, uw, and hence duw/dz is pro­
portional to q/Aw, where q is the volumetric flow rate, and the 
total surface involved is proportional to the bulk volume, AWL, of 
porous material. The viscous drag on the fluid can be expressed 
as (4) 

F" = Mi ilk) Aa = 'B'y"L VA) {AWL) = B>flL^L (IB) 

where B' is a proportional coefficient, and L is the length of the 
wick. The external force acting on the fluid contained within the 
porous material is 

FP = (PL - Po)eA« (2B) 

Neglecting body force due to gravity and assuming that the 
viscous drag force is equal to the external force we obtain Darcy's 
equation 

B'p,LqL = {PL - P»)eA„ 

'dP\ = 

\dz ) 

{PL - Po) -m-*-m (4B) 

where Kw = {B'/e) is a constant of proportionality called the 
friction factor of the wick and Wm ph \XL, and Aw are mass flow 
rate, density, viscosity, and cross-sectional area of the wick per­
pendicular to the flow, respectively. 

The annulus flow produced by the capillary force can be as­
sumed also to be both laminar and relatively free from inertia 
effect. The pressure drop of liquid flow in the annular channel 
with solid walls has been expressed by Kemme [5] as 

dP 

dz 

12 HL 

TvDa8a3 PL 
Wa (5B-1) 

where 

Sa • 

Wa 

D a •• 

P-L • 

PL •• 

average width of annulus 
mass flow rate in the annulus 
mean diameter of the annulus 
viscosity of liquid 
density of liquid 

Since the annulus flow past a screen cylinder usually behaves 
very much like an annulus flow with solid walls [3], a dimension-
less correction factor Cs was introduced in equation (5B-1) for the 
annular flow past a cylindrical porous tube to take into account 
the wick surface effect. 

dP 

dz 

12(7, p ^ ^ 

TDa8a3 pL 

If we define an annulus friction factor as 

12CS 
Ka = 

da* 

(5B-2) 

(6B) 

(21A) w e c a n w r ^ e equation (5B-2) as 

dP 

dz PL \7rDada/ 

If both pressure drops in the two liquid flow regions of the heat 
pipe are assumed to be the same, the ratio of mass flow rate in the 
annulus to that of the wick can be obtained from equations (4B) 
and (7B). With 

dP 

dz 

dP 

dz 
(8B) 

Using the relation WL = Wa + Ww, equation (9B) can be written 
as 

Wm 
WL 

mm® 1 + 
(10B) 

Substituting equation (10B) into equation (4B), the pressure 
drop in the wick and annulus can be expressed as 

dP 

dz 
Km 

P-L 
PLTTDV$W 

WL 

L.1 + {Wa/Ww)_ 
(HB) 

D I S C U S S I O N 

( 3B) V. E. Schrock2 and K. C. Sockalingam3 

The authors have presented an analysis of the capillary pump­
ing limit of performance for a heat pipe with an annular flow path 
between the wick and pipe wall for return of the liquid from the 
condenser to the evaporator. The discussers are also investigat­
ing this design which promises increased performance for those 
cases limited by capillary pumping (flow resistance of the wick). 
The annulus serves to reduce flow resistance in the axial direction, 
thereby raising the pumping limit, but it simultaneously increases 
the radial thermal resistance and therefore lowers the heat load 
limit attributed to nucleate boiling. Our first experiment [6] 
resulted in nucleate boiling limit rather than the expected pump­
ing limit in our annular-wick water heat pipe. 

Several aspects of the present paper deserve comment. The 
authors' premise that the vapor pressure in the core determines 
the adjacent liquid pressure is doubtful. I t is more reasonable 
to assume that , so long as the wick can sustain the liquid-vapor 
interface at the wick surface, both the liquid and vapor pressure 
distributions are "internally" determined. The local meniscus 
shape is then determined by the local pressure differential across 
the meniscus as determined by the liquid and vapor pressure 
profiles. 

Equations (1) and (2) are misleading. The term dPL/dz is 
not a pressure gradient but rather the net frictional force (due 
to Darcy flow in the wick and laminar flow in the annulus) 
gradient per unit cross-sectional area. The liquid pressure term 
is the first term listed in equation (1), i.e., 

2 Professor of Nuclear Engineering, University of California, 
Berkeley, Calif. Mem. ASME. 

3 Research Assistant, University of California, Berkeley, Calif. 
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determined by applying another approximate interface boundary 
condition [3] 

/du„\ = /du.A 
^ dr ) ~ \dr J' 

r^Ri (20A) 

For the present investigation it was assumed that the slip velocity 
is equal to the average velocity in the wick. 

Substituting equations (19A) and (21A) into equations (13A) and 
(14A) we can obtain the velocity profiles in the wick and the 
annulus. Fig. 7 shows the velocity profile of the liquid flow in the 
annulus between -wick and wall as a function of axial pressure 
gradient. 

A P P E N D I X B 

Wick and Annulus Friction Factor 
The equations governing the flow through the porous medium 

were established empirically by Darcy. I t was assumed that the 
velocity within the porous medium, uw, and hence duw/dz is pro­
portional to q/Aw, where q is the volumetric flow rate, and the 
total surface involved is proportional to the bulk volume, AWL, of 
porous material. The viscous drag on the fluid can be expressed 
as (4) 

F" = Mi ilk) Aa = 'B'y"L VA) {AWL) = B>flL^L (IB) 

where B' is a proportional coefficient, and L is the length of the 
wick. The external force acting on the fluid contained within the 
porous material is 

FP = (PL - Po)eA« (2B) 

Neglecting body force due to gravity and assuming that the 
viscous drag force is equal to the external force we obtain Darcy's 
equation 

B'p,LqL = {PL - P»)eA„ 

'dP\ = 

\dz ) 

{PL - Po) -m-*-m (4B) 

where Kw = {B'/e) is a constant of proportionality called the 
friction factor of the wick and Wm ph \XL, and Aw are mass flow 
rate, density, viscosity, and cross-sectional area of the wick per­
pendicular to the flow, respectively. 

The annulus flow produced by the capillary force can be as­
sumed also to be both laminar and relatively free from inertia 
effect. The pressure drop of liquid flow in the annular channel 
with solid walls has been expressed by Kemme [5] as 

dP 

dz 

12 HL 

TvDa8a3 PL 
Wa (5B-1) 

where 

Sa • 

Wa 

D a •• 

P-L • 

PL •• 
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mass flow rate in the annulus 
mean diameter of the annulus 
viscosity of liquid 
density of liquid 

Since the annulus flow past a screen cylinder usually behaves 
very much like an annulus flow with solid walls [3], a dimension-
less correction factor Cs was introduced in equation (5B-1) for the 
annular flow past a cylindrical porous tube to take into account 
the wick surface effect. 

dP 

dz 

12(7, p ^ ^ 

TDa8a3 pL 

If we define an annulus friction factor as 

12CS 
Ka = 

da* 

(5B-2) 

(6B) 

(21A) w e c a n w r ^ e equation (5B-2) as 

dP 

dz PL \7rDada/ 

If both pressure drops in the two liquid flow regions of the heat 
pipe are assumed to be the same, the ratio of mass flow rate in the 
annulus to that of the wick can be obtained from equations (4B) 
and (7B). With 
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Using the relation WL = Wa + Ww, equation (9B) can be written 
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drop in the wick and annulus can be expressed as 
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The authors have presented an analysis of the capillary pump­
ing limit of performance for a heat pipe with an annular flow path 
between the wick and pipe wall for return of the liquid from the 
condenser to the evaporator. The discussers are also investigat­
ing this design which promises increased performance for those 
cases limited by capillary pumping (flow resistance of the wick). 
The annulus serves to reduce flow resistance in the axial direction, 
thereby raising the pumping limit, but it simultaneously increases 
the radial thermal resistance and therefore lowers the heat load 
limit attributed to nucleate boiling. Our first experiment [6] 
resulted in nucleate boiling limit rather than the expected pump­
ing limit in our annular-wick water heat pipe. 

Several aspects of the present paper deserve comment. The 
authors' premise that the vapor pressure in the core determines 
the adjacent liquid pressure is doubtful. I t is more reasonable 
to assume that , so long as the wick can sustain the liquid-vapor 
interface at the wick surface, both the liquid and vapor pressure 
distributions are "internally" determined. The local meniscus 
shape is then determined by the local pressure differential across 
the meniscus as determined by the liquid and vapor pressure 
profiles. 

Equations (1) and (2) are misleading. The term dPL/dz is 
not a pressure gradient but rather the net frictional force (due 
to Darcy flow in the wick and laminar flow in the annulus) 
gradient per unit cross-sectional area. The liquid pressure term 
is the first term listed in equation (1), i.e., 
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The frictional term is subsequently derived as equation (8) and 
then used to eliminate the authors ' dPL/dz from equation (2). 

Equations (6), (7), and (10) are inconsistent with the coordi­
nate description in Fig. 1. The variable z should be replaced 
by L — z where L is the pipe length (not defined in the paper). 
Equation (12) will obtain only from a corrected equation (10). 

Choice of the conditions, equation (11), assumes tha t the maxi­
mum capillary pumping head is available to drive the liquid flow 
through the condenser alone. If this were true, what would 
cause the liquid to flow through the adiabatic section of the pipe 
and into the evaporator? We may also note tha t the authors ' 
premise is not consistent with the meniscus shapes shown in Fig. 
1. Thus we cannot agree tha t equation (12) will correctly pre­
dict a length of condenser corresponding to QmaK. I t should 
seriously overestimate Qmo.x. 

Fig. 3 must be plotted for a specific value of the parameter 
{PvL — Pvm)/<r. What is this constant? What determines 
whether the vapor pressure rises or drops in the condenser? 
How would one use Fig. 4? 

Appendix A develops the radial profiles of the axial component 
of velocity in the annulus and in the wick. Both these solutions 
neglect change in flow rate (which is considered in the analysis 
in the body of the paper) in the axial direction due to condensa­
tion. This neglect will produce large potential errors, particu­
larly near the end of the pipe. Subject to the assumptions in­
herent in equation (7A) the authors' solution for the flow in the 
annulus is correct; however, the same is not true for their solu­
tion of equation (5A) for the flow in the wick. Specifically the 
general solution, equation (14A), should be4 

uw = AJ^tK^r) + BJUWiK^r) -\ ( — ) 
/J,LKW \dz'/ 

(The values given for the constants Ai and B2 are, of course, also 
incorrect as a result of the error in the particular solution.) 
Since the solutions contain the common interface velocity «,• the 
final solutions can be obtained only after determining its value. 
The authors propose to set ut equal to a constant u„, as given by 
equation (19A). This equation is inconsistent with the level of 
detail described in equation (2A), and it does not provide the 
correct u{. Continuity of the shear stress at the interface does, 
as the authors alternatively propose, provide the necessary 
information to obtain U;. No final solution is presented, how­
ever, from this latter condition. Fig. 7 shows no radial variation 
in the wick and the geometric factor Ri/Rh which must be a 
parameter, is not given. 

More important, in connection with Appendix A, is the fact 
that the authors have not used their analysis to obtain the 
necessary frictional term for the one-dimensional analysis in the 
body of the paper. Lacking this, Appendix A does not appear 
pertinent to the objective of the paper. Instead the authors 
develop, in Appendix B, an equation for the net frictional term 

4 For the authors' assumptions there is no need for the vector 
notation on u. Another minor change in our corrected equation is 
to use the common notation for the modified Bessel functions (Bessel 
functions of imaginary arguments). 

using plane Poiseuille flow for the annulus and the one-dimen­
sional Darcy equation for the wick. These choices are not un­
reasonable, however inconsistent with Appendix A, if the model 
of constant axial flow is valid. The latter assumption is not 
true in the condenser or evaporator of the heat pipe. This fact 
is more important than the errors and irrelevance of Appendix A. 

Additional Reference 
6 Sockalingam, K. C , and Schrock, V. B., "Performance Char­

acteristics of Water Heat Pipes of Annular Wick Configuration," 
Transactions of the American Nuclear Society, Vol. 14, No. 2, 1971 
pp. 436-437. 

Authors' Closure 
The discussion submitted by Professor V. E. Schrock and K. C. 

Sockalingam is welcomed as an interesting supplement to the 
paper. 

There appears to be a misconception in their discussion on the 
momentum balance. The dPL/dz of equation (1) is the pres­
sure gradient in the liquid passage due to frictional forces. 
Hence the frictional force on the fluid element shown in Fig, 2a 
was given by 

*' ̂  W) ̂  + ̂  
Due to Darcy flow in the wick and laminar flow in the annulus, 
dPL/dz of equation (8) was derived in Appendix B and substituted 
in equation (2). 

I t should be noted that the liquid flows in the — z direction, 
while the vapor flows in the -f-z direction. That is the reason 
why equation (10) was integrated from z = L to z = L — z,„. 
One may replace z in equations (6) and (7) by L — z, then he will 
get the optimum condenser length, L — z„, as equation (12). 

The present analysis was made only in the condenser section 
of the heat pipe. Therefore, (Rmm used in this analysis should rep­
resent the minimum radius of capillary meniscus in the condenser 
section only. Similar analysis can be extended for the evaporator 
section. 

The pressure recovery or drop in the vapor passage of the con­
denser section is an important design factor, especially when the 
heat pipe is operating at low vapor pressure. PvL — Pvm occurs 
mainly due to the momentum change of the decelerating vapor 
flow and the frictional force at the liquid-vapor-wick interface. 
This term can be predicted by the compressible vapor flow analy­
sis in the vapor passage. The pressure-recovery term was 
coupled with cr to be consistent with the adding term 2/(Rmin. 
Notice that the pressure difference across the capillary meniscus 

( 2 
AP = P„ - PL = la 19, or 2/(R = AP/cr. Therefore, a ( — -

P — P \ 
+ — — I will give the actual pressure drop in the vapor 

o- / 
passage of the condenser and across the capillary interface. 

Appendix A was derived to show the liquid flow profiles in the 
annulus and the wick. Fig. 7 shows the liquid velocity profile in 
the annulus from equation (13A). The result of equation (14A), 
which happened to be erroneous, was not used in the analysis. 

We wish to thank the discussers for this correction. 
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Improved Point-Makhing Techniques 
Applied to Multi-Region Heat 
Transfer Problems 
An analytical method is presented which extends the series solution of the Laplace and 
Poisson equations with irregular boundary conditions to multi-cell problems. The 
method employs a least-squares technique of satisfying the boundary conditions on the 
irregular boundaries and eliminates the use of a finite number of boundary points to 
satisfy these conditions. The technique is applied to the calculation of the fully de­
veloped temperature distribution of a constant-velocity fluid flowing parallel to a semi-
infinite square array of circular nuclear fuel rods. The bounding wall of the array is 
located such that the flow area of the cell associated with the rod adjacent to the wall is 
different from the {equal) areas of all the other cells. The series solution is compared 
to a finite-difference solution for a sample case of two cells. The results for the semi-
infinite array indicate that while the array temperature distribution is markedly affected 
by the difference in flow areas, the Nusselt numbers of the rods are relatively unaffected. 
Typical results are presented for a pitch-to-diameter of 1.2; the flow area of the first cell 
is 3.67 percent greater than the area of the other cells. 

Introduction 

Cc IONSIDEEABLE attention has been given to the prob­
lem of obtaining analytical solutions to the Laplace and Poisson 
equations for arbitrary boundary conditions in domains with 
irregular boundaries. One method that has been used with 
various degrees of success in obtaining solutions of this type of 
problem requires the assumption of a series solution with un­
known coefficients which are determined by satisfying the 
boundary conditions. The characteristic feature of this problem, 
however, is that at least one of the boundaries is irregular with 
respect to the coordinate system used. 

The various reported techniques of solving this type of problem 
with an assumed series solution differ in the manner in which the 
boundary conditions on the irregular boundaries are satisfied. 
In most of the earlier works, the boundary conditions were ap­
plied at a finite number of points on the boundary, equal to the 
number of unknown coefficients. This technique of satisfying 
the boundary conditions will be called "point matching." Using 
this approach, Sparrow [ l ] 1 obtained a solution for the tempera­
ture field in a solid embedded with a triangular infinite array of 
cylinders with constant wall temperatures. Problems of this 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (without 

presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript re­
ceived November 16,1970; revised manuscript received June 17, 1971. 
Paper No. 71-HT-T. 

general type will be referred to as "infinite-array" or "single-cell" 
problems. Geometric symmetry considerations enable one to 
isolate a symmetry sector out of the infinite array, to identify 
all boundary conditions, and to solve the entire problem using 
this representative sector. 

Inaccuracies in the point-matching technique of determining 
the unknown coefficients are indicated in [2, 3]. Alternate 
methods are discussed in [2-4] and are applied to infinite-
array problems. Of these approaches, only the method of [2] 
completely eliminates the number of boundary points as a pa­
rameter in the solution. I t is considered to be a more direct 
approach than the orthonormalization technique of [4] which 
requires the availability of special computer codes. 

Nijsing and Eifler [5] used the point-matching technique to ob­
tain a solution for the temperature field in an infinite triangular 
array of nuclear reactor fuel pins, cooled by liquid sodium flowing 
parallel to the fuel pins. This multi-region analysis considers 
the effects of the fuel, bond, clad, and coolant regions of a 30-deg 
symmetry sector. Point matching was used to satisfy the bound­
ary condition on the irregular coolant boundary. Temperatures 
and heat flows were matched at the boundaries of the adjacent 
regions. Therefore, neither the temperature nor the heat flux 
need be specified at the fuel-pin-coolant interface. 

The point-matching technique was used by Schmid [6] in the 
solution of what will be termed a "multi-cell" problem. Schmid 
obtained a solution for the laminar velocity distribution of a 
fluid flowing parallel to a semi-infinite square array of cylinders. 
The domain considered is bounded on one side by a solid wall. 
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general type will be referred to as "infinite-array" or "single-cell" 
problems. Geometric symmetry considerations enable one to 
isolate a symmetry sector out of the infinite array, to identify 
all boundary conditions, and to solve the entire problem using 
this representative sector. 

Inaccuracies in the point-matching technique of determining 
the unknown coefficients are indicated in [2, 3]. Alternate 
methods are discussed in [2-4] and are applied to infinite­
array problems. Of these approaches, only the method of [2] 
completely eliminates the number of boundary points as a pa­
rameter in the solution. It is considered to be a more direct 
approach than the orthonormalization technique of [4] which 
requires the availability of special computer codes. 

Nijsing and Eifler [5] used the point-matching technique to ob­
tain a solution for the temperature field in an infinite triangular 
array of nuclear reactor fuel pins, cooled by liquid sodium flowing 
parallel to the fuel pins. This multi-region analysis considers 
the effects of the fuel, bond, clad, and coolant regions of a 30-deg 
symmetry sector. Point matching was used to satisfy the bound­
ary condition on the irregular coolant boundary. Temperatures 
and heat flows were matched at the boundaries of the adjacent 
regions. Therefore, neither the temperature nor the heat flux 
need be specified at the fuel-pin-coolant interface. 

The point-matching technique was used by Schmid [6] in the 
solution of what will be termed a "multi-cell" problem. Schmid 
obtained a solution for the laminar velocity distribution of a 
fluid flowing parallel to a semi-infinite square array of cylinders. 
The domain considered is bounded on one side by a solid wall. 
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Fig. 1 Geometric configuration for multi-cell problem 

The characteristic feature of this type of problem is that a simple­
symmetry sector cannot be isolated for analysis; not all the bound­
ary conditions on such a sector can be specified a priori. 

In general, if a solution is sought to a problem in which the 
geometry is so irregular as to preclude the accurate representation 
of the solution by a single series, the region in which the solution 
is sought may be subdivided into cells. Then a series solution 
is assumed for each cell with the appropriate boundary conditions 
specified at adjacent cellular boundaries. 

The purpose of the present study is twofold: 

To extend the analytical method of [2] to multi-cell prob­
lems. 

2 To apply the technique to a problem of current interest to 
the liquid-metal fast breeder reactor (LMFBR) development 
program. 

Specifically, an analytical technique is presented and evaluated 
for the prediction of the temperature distribution of a fluid flow­
ing parallel to a semi-infinite square array of circular nuclear fuel 
pins. This geometry simplifies the illustration of the least­
squares solution extended to multi-cell cases, by reducing 
the number of irregular boundaries per cell relative to the tri-

Table 1 Comparison 01 flow assumptions, infinite triangular pin bundle 
• .. ray 

Pitch-to­
diameter 

ratio 
Slug flow 

[8] 
Turbulent flow 

[9] 
Laminar flow 

[10] 

N ondimensional maximum rod-wall temperature 
1.1 2.19 1.99@Pe=206 1.805 

2.14@ Pe = 1015 
1.2 0.62 0.481@ Pe = 98.2 0.809 

0.563@ Pe = 885 

Nusselt number (based on hydraulic diameter) 
1.1 8.29 6.5@ Pe = 200 2.94 

9.2@ Pe = 1000 
1.2 12.18 10.5@Pe = 200 6.90 

14@ Pe = 1000 

angular-array pin bundle. The geometry of the system is shown 
in Fig. l(A). The assumptions in the analysis are: 

1 Fully developed heat transfer. 
2 Constant-velocity (slug) flow parallel to the axis of the rods. 
3 Uniform heat flux around the perimeter of the fuel pins. 
4 Zero turbulent energy transport. 
5 The array of pins is bounded on one side by a thermally in­

sulated wall, as shown in Fig. l(A). 
6 All material properties are temperature-independent. 

Under the above conditions, the problem solution is indepen­
dent of the particular fluid in the pin bundle. However, the re­
sults presented in Table 1 indicate that assumptions 2 and 4 are 
relatively good approximations for pin-bundle heat transfer in 
fully developed, turbulent, low-Peclet-number, liquid-metal 
flows. These results for maximum rod-wall temperature and 
Nusselt number in an infinite triangular array of fuel pins were 
generated by a finite-difference solution for the cases of slug, 
turbulent, and laminar flows. Neglecting heat transfer in the 
fuel-pin cladding (assumption 3) results in the overprediction of 
the magnitude of thermal gradients in the pin bundle. 

The minimum symmetry sector for the semi-infinite array con­
sidered here is shown in Fig. 1 (B) and consists of M cells. In the 
problem presented here, the wall was positioned such that the 
flow area of the first ceil was 3.67 percent greater than the interior 
cells. Symmetry considerations suggest that if M is chosen large 
enough, the boundary condition on the right-hand boundary of 
cell M will be zero heat flux everywhere. M must be chosen such 
that the solutions for the remaining M-1 cells are unaffected by 
the choice. The nondimensional fluid temperature distribution 
in cell M should be identical to the solution for an infinite array 
of pins with the same pitch-to-diameter ratio (S/R). 

A finite-difference solution was obtained to a two-cell problem, 
i.e., M = 2. The purpose of this method of analysis was to com-

---Nomenclature----------...... ------..................... --....... - ............... ..-
A cross-sectional area of any cell 

other than the first, ft2 
A I cross-sectional area of first cell, 

ft2 

an cross-sectional area of nth node, 
ft2 

G specific heat of fluid, Btu/lb",-deg 
F 

K thermal conductivity of fluid, 
Btu/hr-ft-deg R 

N number of unknown coefficients' 
less one, in the series solution 
of each cell 

M total number of cells considered 

m total mass flux of all cells com-
bined, Ibm/sec 

Pe = Peclet number 
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q 
Q 

NUi 

R 

heat flux, Btu/hr-ft2 
dimensionless heat flux 

= Nusselt number of ith cell 
fuel-rod radius, ft 

l' = dimensionless radial coordinate 
(r = p/R) 

cell boundary length, ft 
temperature in ith cell, deg R 
dimensionless temperature in ith 

cell 
Ti temperature of ith node, deg R 
U fluid velocity, ft/sec 

V,. volume of jth node, fts 
Xn distance from node j to adjacent 

noden, ft 
z = axial coordinate, ft 

a thermal diffusivity of fluid, fV/ 
sec 

r,. rod surface area adjacent t.o jth 
node, ft 2 

o fluid density, lbm/ft 
e angular coordinate, rad 
p radial coordinate, ft 
0- cell boundary length, ft 
T dimensionless overall bulk tem-

perature 
T i dimensionless cellular bulk tem-

perature 

Subscripts 

8 refers to a boundary surface 
w fuel-rod wall 
co refers to an infinite array of fuel 

rods 
b bulk 
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pare the series method of solution with an alternate calculation 
procedure. The choice of J1;I = 2 for the comparison was dic­
tat.ed by three factors related to the finite-difference solution: 
computer calculation time, nodal limitations of the computer code 
used for the analysis, and number of memory locations available 
on the CDC-3600 computer. The finite-difference solution was 
obtained through the use of the General Electric Transient Heat 
Transfer Code, Version B (THTB) [7]. 

Series solutions were obtained for cases involving up to eight 
cells. Convergence of the solutions is discussed from two aspects: 
the number of terms in the series expansion necessary for numeri­
cal convergence of the series, and the number of cells required for 
convergence of the solution to the semi-infinite-array problem. 
The latter was determined by convergence of the Nusselt number 
and temperature distribution of the Mth cell to the infinite-array 
solution. The number of iterations and the tolerance necessary 
for numerical convergence of the finite-difference solution are also 
discussed. 

The effects of the bounding-wall location on the fluid tempera­
ture distribution and on the fuel-pin Nusselt numbers are calcu­
bted for a pitch-to-diameter ratio (SIR) of 1.2. This number is 
t.ypical of LMFBR fnel-pin subassembly designs. 

Series Solution 
B:lsed on the aforementioned assumptions, the energy equation 

for the ith cell is 

(1) 

The condition of a fully developed temperature distribution yields 

aT· me -' = 'lrRq M oz w 
(2) 

:lncl the continuity equation for all cells is 

m = aU[A' + (M - I)A] (3) 

Substituting equations (2) and (3) into (1) and nondimensionaliz­
ing yields Poisson's equation. In cylindrical coordinates, one 
obtains 

1 02(. 02(. 1 0(' --'+-'+ ----' = 1 
r 2 of)2 or2 r or 

where 

(= T./(qWR
) , , KD 

The quantity D is a dimensionless geometrical factor 

D = ~ {2S [(}' + (2M - 1 )S] _ I} 
2 M 'lrR2 

The general solution to equation (4) is 

1;(1', f)) B · t . r2 

= 0' + <;0' In r + -
4 

N 

(4) 

+ L [(~ni1'n + if;nir-n)(Zni cos nf) + Wni sin nf))] 
n=l 

The zero-flux boundary condition 

aT I at· 1 
of)' O=nTI' = 00 O=nTI' 

o n = 0, 1 

yields Wni 
walls 

O. The constant flux condition at the fuel-rod 

K oTi I 
op p=R 
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in non dimensional form is 

' -D at· 1 

or r= 1 

This condition yields 

and 

~ni = if;ni 

Then, for the ith cell, the solution becomes 

(i(r, f)) = BOi - (D + i) In r + ~ 
N 

+ L B ni(1·n + r-n ) cos nf) (5) 
n=l 

The remaining unknown coefficients Bk (0 ~ k ~ N) are deter­
mined by satisfying the boundary conditions in the least-squares 
sense on the cell boundaries. At the common boundaries (parti­
tions) between adjacent cells, there are two conditions that must 
be satisfied; the tem.perat~ll'es and fluxes determined from the 
solutions in each cell must be equal at the partitions. These 
conditions present no problem to the point-matching technique; 
one would simply write two equations, for continuity of tempera­
ture and flux at each of several points on the common boundary. 
However, the method as described in [2] requires integration 
along the boundary, and only one condition can be met in the 
equations obtained from a single cell. The rectification of this 
situation is best described by example. 

In the first cell, the condition that tl = t2 on the common 
boundary between cells 1 and 2 was satisfied. In cell number 2, 
the condition that ql = q2 was met on the common boundary 
between cells 1 and 2. Further, in cell 2, the condition that 12 
= ts on the boundary between cells 2 and 3 was satisfied. This 
procedure was continued to the last cell, M, where the condition 
on the right-hand boundary, Fig. I(B), was qM = 0 for 0 ~ f) ~ 
'Ir 14. The subscripts on t and q refer to cell number. The heat 
flux, q, may be written as 

q = -KilT'N (6) 

where N is the outward normal at the appropriate surface; Q is 
defined as 

where p, is the radial coordinate to the surface mentioned above. 
The problem is formulated by equating the boundary conditions 

on the irregular boundaries to the series solution in the least­
squares sense. Application of the boundary conditions in the 
least-squares sense for the first cell yields 

{J,' (t, - t,)Ode + J; Q,'de + J: Q,"'} ~ 0 (7) 

k = 0, 1, 2, ... , N 

where r/> = 'Ir - tan-I (Sj(}'). The procedure leading to the 
formation of equation (7) is discussed in detail in [2]. The flux, 
Qi' on the top boundary of the ith cell is given below. This flux 
occurs in equation (7) under the integral sign from f) = 'Ir 14 to 
f) = ¢ and was obtained directly from relation (6). 

N 
Qi = g(f)) + l: B n iF2(n, f))df) (8) 

n=l 

where 
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g(O) = (D + ~) sin 0 - Sr,/(2R) 

F 2(n, 0) = r,n sin (nO - 0) + r. -n sin (nO + 0) 

r. = p,IR = SI(R sin 0) 

On a right boundary 

where 

N 
Qi = h(S, 0) + L: nBniE(n,O) 

n=l 

E(n,O) = -r,n cos (nO - 0) + r,-n cos (nO + 0) 

hey, 0) = (D + ~) cos 0 - y2/(2R2 cos 0) 

r, = S/(R cos 0) 

On a left boundary 

N 
Qi = -hey, 0) + L: nBniL(n, y, 0) 

n=l 

where 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

L(n, y, 0) = (-I)n[r,n cos (nO - 0) - r,-n cos (nO + 0)] (15) 

r, = yl(R cos 0) 

and 

y = u for the first cell 
y = S for all other cells 

The formulation for the jth cell, other than the first or the last, is 

3" 

+ [4 Q j
2dO 

4 

+ f; 1<1;-. + Q;)",,} ~ 0 

k = 0, 1, 2, ... , N 

The formulation for the last, Mth, cell is 

,:,. {i' QM"" + f:"I QM,"' 

(16) 

+ ~: (QM-I + QM)2dO} = ° (17) 

. 4 

k = 1,2, ... , N 

The boundary conditions at all boundaries with the exception 
of the common partitions are in the form of specified heat flux. 
Thus, another condition is required in order to obtain an explicit 
temperature solution. This requirement is apparent in relation 
(17) where BaM does not appear. The bulk temperature relation­
ship 

i = M:D (~ j jtirdrdO) (18) 

completes the formulation of the problem. The overall bulk 
temperature, i, is defined as 
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and T] is the temperature at z = 0. The bulk temperature of the 
ith cell, i> 1, is also defined. 

1". = ~ fft.dA 'A • 

For the first cell 

The following relation is obtained between bulk temperatures: 

( M + A' _ 1) i = (AI) 1"1 + f Ti 

A A t~2 
(19) 

Equations (7), (16), (17), and (18) must now be cast into a 
convenient form to solve for unknown coefficients Bni, n = ° to N 
and i = 1 to M. Performing the differentiation on equation (7) 
and rearranging, one arrives at the following result: 

N N 
L: [BnIG(k, n)] + L: [Bn2X(k, n)] = HI(k) (20) 

n=O n=O 

k = 0, 1, 2, ... , N 

or in matrix notation 

(21) 

The components G(k, n) of the G matrix and X(k, n) of the X 
matrix correspond to N + 1 equations obtained from differentia­
tion with respect to the N + 1 coefficients Bn l of the series solu­
tion in the first cell. In the following list of components, argu­
men ts nand k are nonzero unless expressed as zero. 

" 
G(k, n) = 14 FI(k, O)FI(n, O)dO 

+ nk j,,<P F 2(k, O)F2(n, O)dO + nlc i" L(k, u, O)L(n, u, O)dO 

4 

" " 
G(k, 0) = 14 FI(k, O)dO; G(O, n) = l4 Fi(n, O)dO 

G(O, 0) = rr/4 

" 
X(lc, n) = (_I)n+1 l4 FI(k, O)FI(n, O)dO 

X(O,n) = (-l)n+1G(O,n); X(k,O) = -G(k,O); 

X(O, 0) = -rr/4 

The components HI(k) of the vector HI are given by 

HI(lc) = -k j: g(O)F2(k, O)dO + k i" h(u, O)L(k, rT, O)dO 

4 

HI(O) = ° 
where 

(22) 

I', = S/(R cos 0) 

Similarly, performing the differentiation of equation (16) yields 
the following form of results for the ith (intermediate) cell. 

The result for the last cell has the form 

(24) 
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Fig.2 Coordinate system for two-cell flnite-difference solution 

Finally, the mean temperature equation (18) can be put in the 
form 

(25) 

Combining equations (21), (23), (24), and (25) into a single matrix 
representation gives the following results: 

(26) 

Note t.hat matrices G, X, P" P2, P3 have N + 1 rows and columns; 
matrices I and J have N rows, N + 1 columns; matrices yI, y2, 
... , yM have 1 row, N + 1 columns; H', H2, ... , HM-" E', E2, 
... , EM are column vectors of length N + 1; HM is in a column 
vector of length N; fJ. represents a single number. 

Solutions were obtained to equation (26) by triangularization 
of the matrix on a CDC-3600 digital computer. Coefficients re­
quiringnumerical integration were obtained through use of a 12-
point Gauss quadrature formula. Solutions were obtained for 
cases of 2 through 8 cells (M = 2 to M = 8). Convergence of the 
series was established by obtaining results for N = 20 and N = 16. 
The differences obtained were of the order of 1 percent and the 
solutions for N = 16 were considered to be satisfactory. 

The solutions thus obtained were subjected to two tests. 
First, the solutions were shown to be independent of the value of 
r us~d as input to the solution, i.e., ti - r was independent of the 
value of r. The fact that this criterion was met indicates that 
application of conditions at the common boundaries between cells 
in the manner specified did not destroy the independence of bulle 
temperature indicative of the fully developed problem considered 
here. The second test was to compare the multi-cell solutions 
for CT = S to the solution for the rod in an infinite array deter­
mined independently by the series solution of a symmetry sector. 
Agreement to within 7 percent was obtained for eight cells with 
N = 16. However, in this case, only every fourth term in the 
series is nonzero, and thus a series of N = 16 corresponds to five 
1l0n7.ero terms. The results of the two-cell problem with N = 40 
(eleven nonzero terms) compared within 2 percent to the in­
finite-cell solution. 

Finite- Difference Solution 
Because of the limited experience with the series solution 

technique as applied to the multi-cell problems, a comparison of 
this method with an alternate method of solution was desired. 
The method of finite differences was chosen as the alternate 
technique. 

THTB is a general-purpose transient heat transfer code. The 
geometry of the system under consideration was supplied as input 
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to the code in the form of an army of nodes; material properties 
and boundary conditions were also supplied. THTB generates 
a finite-difference heat-balance equation for each node and ar­
ranges the resulting set of linear equations in matrix form. The 
matrix equations are solved by iteration using the Gauss-Seidel 
method. A maximum of 1000 nodes may be used in THTB; the 
number of iterat,ions is limited to 40l. 

Preliminary computer runs indicated that the nodal limitations 
of the THTB code implied that a maximum of two cells [see Fig. 
l(B)] could be analyzed with THTB. Thus, the case of M = 2 
was chosen for comparison of the series solution with the THTB 
finite-difference solution. It should be noted that the solution 
for M = 2 does not represent the final solution to the semi­
infinite array heat transfer problem considered here. Rather, 
the case of M = 2 is considered for comparison purposes only. 

The geometry of the nodal configuration is shown in Fig. 2. 
This particular arrangement of nodes was chosen to simplify 
preparation of a computer program that generated all the nodal 
information required. 

THTB was used to solve Poisson's equation. The steady-state 
nodal heat-balance equations written by THTB are: 

6 

I: K (],r. (Tn - T;) + V/J; + r;qw = 0 (27) 
n= 1 Xn 

where Q;, the convective heat transfer term, is 

_ aT· 
Q; = oeU -' = 2n-Rqwl(A' + A) = qwlRD oz 

These equations were all non dimension ali zed to the following: 

6 Q I: 2 (v" - v;) + V; + 8;D = 0 
n= 1 En 

(21;) 

where 

v; 

en = xnlR 

The llondimensional equation (28) was solved directly using the 
standard THTB equation (27) with K = I, Q; = 1 such that 
equation (28) corresponds to equation (4). 

A convergence parameter, XTOL, supplied as input to THTB 
is defined by 

XTOL = Iv/ - v/HI 

where l represents the iteration number. The iterative solution 
is considered converged if XTOL is less than the quantity sup­
plied as input. 

Two problems were solved using THTB; the first was for CT = 

S, the infinite-array problem. The purpose 'of this calculation 
was to compare the finite-difference solution with the series 
method of solution to the infinite-array problem. The latter is 
considered to be well established. With the accuracy of the 
finite-difference solution established, this technique was then 
applied to the extended wall case of CT I R = 1.24, SIR = 1.20 
(crlS = 1.033). 

Referring to the nomenclature of Fig. 2, the infinite-array 
problem was solved using THTB for Nt (the number of anguhLr 
increments per rod) = 20, N2 = 10, No = 5; the total number of 
nodes was 720. This problem was also run for N, = 12, N2 = 

10, N3 = 5, with 424 nodes. The case of CT IS = 1.033 was solved 
for N, = 20, N2 = 10, N3 = 6; the total number of nodes was 
73:3. The problems were run for various values of XTOL. 

The 401 iterations allowed by THTB were not sufficient for 
either of the two problems. A THTB source deck was modified 
to allow 9999 iterations, and a new object tape was generated. 
This tape was used in all computer runs on a CDC-3600 com­
puter. 
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Fig. 4 Comparison of solutions to the two-cell problem 

Results 
The finite-difference and series solutions to the infinite-array 

problem (CT = 8) are compared in Fig. 3. Solutions are pre­
sented for the rod surface temperature. The series solution was 
obtained for a single rod in an infinite square array by direct ap­
plication of the method described in [2J. Fifteen terms (N = 14) 
were found to be sufficient for convergence of the series, where 
only every fourth term was included, i.e., n = 0, 4, 8, ... , 56. 
The finite-difference results are presented for computer runs with 
two total numbers of nodes, and for two values of XTOL. For 
720 nodes, and for XTOL = 1.0 X 10-6, the finite-difference 
solution agrees with the series solution, within 5 percent. It 
shOUld be noted that the estimated roundoff error in THTB leads 
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Fig. 5 Two-cell and infinte-array rad-wall temperatures 

to an uncertainty of approximately 2-3 percent in the finite­
difference solution. From the results discussed below, the 
numerical evaluation of the series solution is also considered to he 
accurate to ±3 percent. Note that the nondimensional tempera­
tures plotted in Fig. 3 are divided by the geometrical factor, D, so 
that solutions for different values of M are comparable. 

The finite-difference and series solutions to the two-cell 
problem for CT IS = 1.033 are compared in Fig. 4. The series 
solution was obtained from equations (26) with M = 2; the 
boundary conditions for multi-cell problems, as specified in the 
"Series Solution" section of this paper, were applied. Fig. 4 
shows that, except for the portion of the rod in cellI immediately 
adjacent to the wall (120 deg < () < 180 deg), the agreement be­
tween the finite-difference and series solutions to the two-cell 
problem is excellent. A comparison of computer execution time 
for the two solution methods is interesting. The finite-dif­
ference solution required 2598 iterations, and ran approximately 
45 min on the CDC-3600. The series solution, using 20 terms in 
the series expansion, ran approximately 2 min on the same 
machine. 

Figs. 5(A) and 5(B) show the rod-wall temperature distribu­
tions obtained from solution of the two-cell problem (M = 2). 
Two solutions are presented; the infinite-array (CT IR = 1.20) 
case, and the extended wall case of CT / R = 1.24. The two solu­
tions are compared on the basis of t.he difference between the rod­
wall temperature and the bulk temperature of the cell adjacent to 
the rod. Note that the temperature distribution around the rod 
in the second cell for CTIR = 1.24 is close to the infinite-array 
solution. Similar solutions have been obtained for M > 2. 
The results are entirely analogous, although difficult to represent 
graphically in a clear manner. 

The solution to the eight-cell problem (M = 8) is shown in 
Fig. 6. The dimensionless surface temperatures are presented 
for each of the eight rods. These results clearly show that the 
solution for cells far removed from the wall approaches the in­
finite-array solution. 

The number of cells chosen to model the semi-infinite-array 
problem affects the accuracy of the solution. This effect is 
shown in Fig. 7. Solutions for the cell adjacent to the wall are 
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shown for the cases of M = 2, 4, 6, and 8. Clearly, the accuracy 
of the solution improves as the number of cells considered in the 
analysis is increased. The maximum difference between the 
solutions for M = 6 and lJ1 = 8 is 6 percent. 

The Nusselt numbers for the cases M = 2,4,6, and 8 are pre­
sented in Fig. 8. The Nusselt number of the ith cell, based OIi 
the fuel-rod diameter is 

(29) 

where the average wall temperature, twi* is given by 

(30) 

The Nusselt numbers calculated from the cases of M = 4 and 
ill = 8 agree within ±0.5 percent. Further, the solution for 
ill = S shows that the Nusselt numbers of cells 2 through 8 are 
within 0.5 percent of Nuoo • It is interesting to note that the Ni.1S­
selt numbers are considerably less sensitive to the number of cells 
used in the computation than the local temperatures. In ad­
dition, only the Nnsselt number of the rod immediately adjacent 
to the wall is appreciably affected by the walL These results 
indicate that, for the geometry considered here, infinite-array 
N llsselt numbers may be applied with little error to all rods in the 
semi-infinite array with the exception of those immediately ad­
jacent to the bounding wall. For these rods, the Nusselt num­
bers are 5 percent lower than Nuw 

The bulle temperatures as a function of cell number are shown 
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Fig. 8 Cellular Nussell numbers and bulk temperatures 

in Fig. 8 for M = 8. These temperatures are related to the 
overall bulk temperature, i by equation (19). 

Concluding Remarks 
The results of the analytical method presented here, and used 

to compute the fully-developed temperature distribution of a 
fluid flowing parallel to a square array of circular heat-generating 
rods, compared favorably to a finite-difference solution. The 
former is an extension of the series solution technique for satisfy­
ing boundary conditions on irregular boundaries to multi-cell 
problems. 

It is of interest to note that if an additional M cells were added 
to the right-hand side of Fig. 1 (B), with the last cell the mirror 
image of cellI, the solutions presented here for lJ1 = 2, 4, 6, and 8 
would be the actual solution for arrays with 4, 8, 12, and 16 rods 
in a row respectively. The right-hand boundary of cell M would 
then be the line of symmetry of a square arra) of rods with a to­
tal of 2M rods in each row. 
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D I S C U S S I O N 

R. Ullrich2 

The authors have applied a prior developed extension of the 
boundary-points least-squares method [2] to the convective heat 
transfer in adjacent cells of a semi-infinite square-array rod 
bundle. The characteristic feature of this improved method is 
that it does not rely anymore on specification of a finite number 
of points on the irregular boundaries, and thus overcomes some 
of the inherent deficiencies of the usual boundary-points least-
squares method. 

However, the discusser would like to present some thoughts on 
which the authors may wish to comment. 

First, I would like to comment on the derivation of equation 

(6) in reference [2]. If the expression 
/ N 

\ n = 0 
.X- is consid­

ered as an error function, one may follow the procedure given by 
Collatz3 to obtain equation (6). 

Second, I would like to comment on equation (16) of the 
present paper. The formulation of the j t h ceil seems to be a 
bit arbitrary. Changing the procedure for Q and t, it cannot be 
expected to obtain the same result. For instance, concentrating 
on the right boundary of cell j , the unknowns Bh> are affected 
by the temperature condition and Bh>

+1 by the heat-flux condi­
tion. Now, exchanging Q and i! will result in an exchange of the 
effects. Therefore, in view of accuracy it seems to be more 
convenient to use the following condition: 

_5 

5B 
- I [ofe - ii+l)* + b{Qj + Q 

/»3>r/4 /»ir 
+ bQjHd + I [a-

J ir/i JSTr/i 
(*y-i - ti)2 

+ fe«?,--i + QiY]d6 = 0 (31) 

2 Dipl.-Ing. R. Ullrich, Rechenzentrum der TJniversitat Hamburg, 
Rothenbaumchaussee 81, D-2000 Hamburg, Germany. 

3 Collatz, L., The Numerical Treatment of Differential Equations, 
Springer, Berlin, Gofctingen, Heidelberg, 3rd ed., 1960. 

In this equation, a and b are positive weighting functions, and 
b/dBn' designates a differentiation of all coefficients Bk with 
respect to the cell j . This procedure does not increase the numeri­
cal effort, since the number of equations to be used remains 
unchanged. 

Third, I would like to comment on the possible generalization 
of the authors' procedure. In case of cells with more than two 
adjacent cells to be considered in the analysis—a situation which 
occurs in finite hexagonal rod bundles—it seems to be rather 
difficult to extend their method. In those cases, equations of the 
form of equation (6) may be both necessary and useful ealcula-
tional devices. 

Further, it seems rather surprising to me that such a high 
number of nodes as 720 had to be taken in the comparative 
finite-difference calculations to insure an agreement of about 5 
percent with the analytical results. 

Authors' Closure 
We wish to thank Mr. Ullrich for his interest in this work and 

for his preparation of a discussion. With regard to the extension 
of the procedure presented in this paper to hexagonally arranged 
fuel-element assemblies, there appears to be no difficulty. I t is 
necessary to integrate over four boundaries per cell in a hexagonal 
array as compared to three per cell in a square array. The man­
ner in which one chooses to satisfy the Q and t boundary conditions 
in either array is somewhat arbitrary. On a common boundary 
between two cells, when integrating in the first cell, the t and Q 
conditions may be satisfied on consecutive segments of that 
boundary if desired. We have chosen to use a systematic pro­
cedure which satisfies a I or Q condition on the entire boundary. 
Either method is acceptable under the stipulation that integra­
tion in the second cell along this same boundary requires one to 
satisfy the condition t or Q not satisfied in the first cell. Thus 
the general procedure for satisfying t and Q conditions on inter-
cell boundaries is somewhat flexible as long as one observes the 
stipulation mentioned above. 

I t would be interesting to see results of an analysis employing 
equation (31) of the Discussion. The effect on the temperature 
results due to the redundancy in satisfying t and Q conditions via 
equation (31) is not apparent, nor is the compensating effect of 
the weighting functions a and b. 
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Developing Flow with Combined Forced-Free 
Convection in an Isothermal Vertical Tube1 

The influence of gravity on developing forced, laminar flow in a vertical isothermal tube 
was investigated by means of a numerical analysis and an associated experiment. 
Numerically predicted velocity profiles and Nusselt numbers for combined forced-free 
convection with G r / R e = —30 are compared with their counterparts for pure forced 
convection, G r / R e = 0, for air with Re = 500. The analysis was performed for both 
the uniform irrotational and the fully developed velocity entrance models. Velocity 
profiles were measured in a vertical-tube apparatus designed to provide an approxi­
mately uniform entrance velocity using air as the test fluid. These are compared with 
numerical predictions based on test conditions. 

Introduction 

FLUID MOTION may, under certain circumstances, be 
strongly influenced by the presence of gravity by virtue of the 
body force field induced, whose magnitude at a given point is 
proportional to the local fluid density. The classical example is 
free convection in which fluid motion occurs in otherwise quies­
cent fluid as a consequence of distortions in the gravitational 
body force field caused by density nonuniformities. At the other 
extreme is the type of flow referred to here as pure forced convec­
tion, whose basic character is uninfluenced by gravity. A flow of 
this nature, however, is usually a limiting case which exists only 
in concept—for example, the forced flow of a corastoni-density 
fluid. More common is the forced flow which, because of density 
nonuniformities, is influenced to some extent by gravity. When 
the gravitational effect is significant, this flow is classified as 
combined forced-free convection. 

In the present study, an attempt was made to determine the 
influence of gravity on the hydrodynamic and thermal charac­
teristics of forced flow in a long vertical tube maintained at a 
uniform temperature Tw. Two physical models were considered. 
Fig. 1(a) shows fluid at temperature T, entering a tube through a 
well-rounded contraction section designed to provide an approxi­
mately uniform entrance velocity. In Fig. 1(b), the tube en­
trance, defined as z = 0, is preceded by a long section of tube 
maintained at temperature Tt which is intended to provide ap­
proximately fully developed entrance velocity and uniform en-

1 This work was sponsored by The Pennsylvania State University 
Department of Mechanical Engineering while the senior author was a 
National Science Foundation trainee there. 

Contributed by the Heat Transfer Division and presented at the 
ASME-AIChE Heat Transfer Conference, Tulsa, Okla., August 
15-18, 1971. Manuscript received by the Heat Transfer Division 
July 31, 1970. Paper No. 71-HT-6. 

T 
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(a) CASE 1 (b) CASE 2 

Fig. 1 Entrance configurations 

trance temperature. For either entrance configuration, the tube 
was presumed to be long enough to permit the fluid temperature 
to approach Tw and the velocity to eventually become fully de­
veloped, in which case, u = 2um[l — ()'/r0)

2] and v — 0. 
The investigation was limited to laminar flows in which the 

effect of gravity is to accelerate the fluid near the wall of the tube. 
The implication is that either Tw > T, if the flow is upward, or 
Tw < Te if the flow is downward. The experimental portion of 
the research was restricted to the case of uniform entrance 
velocity. 

One of the features of the analysis is that the boundary-layer 
assumptions were not invoked; consequently, the natural elliptic 
character of the system of conservation equations was preserved. 
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The boundary-value problem defined by the conservation equa­
tions and the appropriate boundary conditions was solved 
numerically. A method proposed by Allen [ l ] a was used to 
form the difference equations. The numerical analysis was de­
veloped for an arbitrary Newtonian fluid; however, the solutions 
presented were generated specifically for air. 

Previous Related Studies 
Pure forced convection can be regarded as a limiting case of 

combined forced-free convection. For this special flow category, 
the continuity and momentum equations may be solved inde­
pendently of the energy equation. Early attempts to predict 
velocity distributions for this class of problems centered about 
the concept of the boundary layer and made use of the boundary-
layer assumptions. These assumptions reduced the equations of 
motion to a parabolic system which led to initial-value problems. 
Numerous methods were developed to handle problems of this 
type. Schiller [2], for example, analyzed the hydrodynamic 
entrance region of tubes and parallel-plate channels by use of an 
integral technique. Schlichting [3], on the other hand, used a 
method in which a perturbation of Blasius' boundary-layer solu­
tion, used in the near entrance region, was axially patched to a 
perturbation of the fully developed velocity profile used farther 
downstream. Langhaar [4] proposed an approach in which the 
axial momentum equation is linearized. Finite-difference meth­
ods were employed by Hornbeck [5] and Christiansen and Lem-
mon [6] for analyzing flow in tubes. Of greater significance to 
the present study was the work of Wang and Longwell [7], who 
solved the elliptic equations of motion for flow between parallel 
plates by use of a finite-difference technique based on Allen's 
method [1]. The elliptic equations of motion were later solved 
by Vrentas, Duda, and Bargeron [8] for flow in a tube. Their 
finite-difference solution utilized the Taylor-series approach. 
Schmidt and Zeldin [9, 10] also obtained numerical solutions to 
the elliptic equations of motion for How in a tube using Allen's 
method to form the difference equations. Goldberg [11] numeri­
cally solved the energy equation for flow in a tube using Lang-
haar's [4] developing velocity profiles. Axial conduction was 
neglected. Sellars, Tribus, and Klein [12] and Mercer [13, 14] 
obtained infinite-series solutions to the energy equation for fully 
developed hydrodynamic flow in both tubes and parallel-plate 
channels. Axial conduction was neglected in both instances. 
Millsaps and Pohlhausen [15] and Singh [16] obtained series 

Numbers in brackets designate References at end of paper. 

solutions for the same problem for flow in a tube. This time 
however, axial conduction was considered. Schmidt and Zeldin 
[17] employed a numerical solution based on Allen's method to 
solve the energy equation for both tubes and parallel plates. 
Again, the velocity was fully developed and axial conduction was 
included. 

Most combined forced-free convection studies for vertical 
ducts assume a uniform wall heat flux, and fully developed flow is 
presumed to exist. When the flow is fully developed, the uniform-
wall-heat-flux condition is equivalent to the condition of axially 
linear varying wall temperature. Ostrach [18] studied flow be­
tween vertical parallel plates with linear varying wall tempera­
ture. Viscous dissipation was included. Mori [19] and Yu [20] 
considered the effect of a magnetic field parallel to the gravita­
tional body force for flow between parallel plates. In both cases 
the walls were assumed to be perfect electrical conductors. 
Srinivasan [21] extended the analysis to include the effect of 
walls with finite electrical conductivity. Carter and Gill [22], 
and Gill, Del Casal, and Zeh [23] considered uniform suction 
and injection under the assumption of similar velocity profiles for 
flow in both horizontal and vertical channels. Han [24] analyzed 
the flow of a heat-generating fluid in a vertical rectangular duct 
with linear varying wall temperature. The same problem was 
later solved using alternative methods by Tao [25] and Agrawal 
[26]. Hallman [27] and Hanratty, Rosen, and Kabel [28] 
studied fully developed flow in vertical tubes. 

Lawrence and Chato [29] considered developing flow for com­
bined forced-free convection in a vertical tube with uniform wall 
heat flux. An experiment using water was performed in addition 
to obtaining a numerical solution to the boundary-layer-type 
conservation equations. In their numerical analysis, the en­
trance velocity and temperature were assumed to be uniform. 
An integral technique based on boundary-layer theory was used 
by Murakawa [30] to study developing flow between vertical 
concentric tubes. The wall temperature of the inner tube was 
assumed to be an arbitrary function of axial position. Wors0e-
Schmidt and Leppert [31] developed a finite-difference solution 
for flow of an ideal gas in a vertical tube with uniform heat flux. 
The entrance velocity was assumed to be fully developed and the 
entrance temperature was uniform. The boundary-layer as­
sumptions were used to simplify the solution. 

Description of the Flow Model 
The conservation equations, which are capable of describing 

a very general flow, may be simplified considerably by making 

•Nomenclature-

Gr 

h* 

h 
i 

J 
K 

Nu 
Nu* 

NU 

V 

transformation parameter 
specific heat at constant volume 
base of the Naperian logarithm 
modulus of the gravitational-

acceleration vector 
conversion factor, 32.174 lb„-

f t / lb r see 2 

Grashof number, 
g0{T. - Ta) r,'/v* 

local heat-transfer coefficient 
local heat-transfer coefficient 

based on bulk temperature 
average heat-transfer coefficient 
axial position index 
radial position index 
thermal conductivity 
local Nusselt number, 2hr0/K 
local Nusselt number, 2h*n/K 
average Nusselt number, 2hro/K 
pressure 

p 

Pe 

r 

n 
R 

Re 
T 

Tb 

T. 
Tw 

u 
um 

U 
V 

V 

= dimensionless pressure, 

(ffcP + Pg^/Pum1 

= modified Peclet number, 
Re {cji/K) 

= radial coordinate 
= radius of tube 
= dimensionless radial coordinate, 

r/n 
= Reynolds number, 2r<,um/v 
= temperature 
= bulk temperature 
= fluid entrance temperature 
= tube-wall temperature 
= axial velocity 
= mean axial velocity, 

pro 
(2/r0

2) I rudr 
JO 

= dimensionless axial velocity, u/um 

= radial velocity 
= dimensionless radial velocity, 
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z = 
Z = 

P = 

e = 

* = 

e = 

e, = 
K = 

M = 
V = 

p = 
* = 
U = 

axial coordinate 
dimensionless axial coordinate, 

z/n 
volumetric coefficient of expan­

sion, -(l/p)(dp/dT)p 

dimensionless pressure parame­
ter, Kprog/gc 

dimensionless axial coordinate, 
1 - 1/(1 + cZ) 

dimensionless temperature, 
{T - TJ/(Te - Tw) 

dimensionless bulk temperature, 
(Tb - 7\.)/(!T. - TJ 

isothermal compressibility, 
( i /p ) ( d P / a p ) r 

dynamic viscosity 
kinematic viscosity, p,/p 

mass density 
dimensionless stream function 
dimensionless vorticity, 

bV/bZ - bU/bR 
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various idealized assumptions with regard to the flow description 
and the physical properties of the fluid involved. In this study, 
it was assumed that the flow is laminar, steady, and axially sym­
metric and that the fluid is Newtonian and possesses constant 
dynamic viscosity, thermal conductivity, specific heat, and coef­
ficient of expansion. Furthermore, spatial density variations 
were presumed to be negligible except insofar as they modify the 
gravitational body force. Viscous dissipation was ignored. 

Subject to the listed assumptions and taking into account the 
vertical orientation of the tube, the dimensionless continuity, 
jnomentum, and energy equations become 

bU 

bZ 

bV V 
h - = 0 

bR R 
d J 7 W bP_ 2 VbHJ_ J_ _&_ 

U bZ bR bZ Re \_bZ2 + R bR 

4 

Re2 (?) (^) 
bV Tr bV 

Ub^ + VbR 

dP 

bR 

2^ 
f Re 

*ZZ I A 
bZ2 + RbR 

bd bd 
UbTz+VbR 

2 

Pe 

'&6_ 

bZ2 

(»I) 
( ' 

R2 

R—\ 
RbR\ bR/. 

(1) 

(2) 

(3) 

(4) 

A reduced system of equations will now be developed. When 
equations (2) and (3) are differentiated by R and Z, respec­
tively, and b2P/bRbZ is equated to b2P/bZbR, the result is 

DZ2 
(^Z _ fH7\ ^Z (^Z _ dE\ 
\bZ ~ bR/ + bR2 [bZ ~~ bR/ 

+ 
1 b 

R bR 
(^Z _ ̂ R\ _ Z (PZ _ ̂ R\ 
\bZ ~ bR/ ~~ R2 \bZ ~ bR/ 

Re 

2 bZ \bZ bR/ 

V /bV bUY 

~~ R \bZ ~ bR/_ 

b /bV bU\ 

bR \bZ ~ bR/ 

Re v2 p bR 
(5) 

The last term in equation (5), which is proportional to the radial 
gradient of the gravitational body force, is modified as follows. 
For an equation of state of the form p' = p'(T, p), 

bp' 

bR 

bp' dT bd bp' bp bP 

bT dd bR bp bP bR 

The volumetric coefficient of expansion and the isothermal com­
pressibility are 

and 

respectively. 
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e = Kp n. 

A separate analysis conducted to evaluate the significance of 

Re d P 
6 2 bR 

on the computed velocity and temperature distributions revealed 
that this term can be ignored if 0 < e < 10~3. Typical values of 
e fall well within this range. Consequently, the term was 
dropped. 

By substituting equation (5) for equations (2) and (3) and 
introducing the dimensionless stream function \p and the dimen­
sionless vortieity Q, defined by 

A 5^ 
R bR 

and 

n = 

v, 

bV 

bZ 

R bZ 
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one obtains the following system:3 
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(6) 

(7) 

(8) 

For the general ease of flow in a tube, the boundary conditions 
on Z = 0 are not known explicitly. They are determined not 
only by the particular geometry of the physical or stream-tube 
boundaries of the upstream (i.e., Z < 0) as well as the downstream 
regions but depend also on the hydrodynamic and thermal con­
ditions on the boundaries and on Z = ± °°. The loss of general­
ity inherent in rigidly specifying the upstream region and the 
considerable increase in computational effort required made this 
approach impractical. Instead, the boundary conditions on Z = 
0 were postulated with the underlying assumption that the up­
stream region is such that these conditions are met, at least ap­
proximately. 

Two different hydrodynamic entrance conditions were con­
sidered. In case 1, the entrance velocity is uniform and irrota-
tional while in case 2, it is fully developed. In both cases the 
entrance temperature is uniform. For the region Z > 0, the 
temperature of the tube is uniform but different from the en­
trance temperature. Far downstream, the fluid attains the tem­
perature of the tube, and the velocity becomes fully developed. 

Since the stream function was defined only in terms of its 
derivatives, it may be specified arbitrarily at one point. For con­
venience, we set \p = 0 at Z = 0, R = 1. Taking advantage of 

With the aid of these expressions, it follows that 

3 Equation (6) is merely the definition of 0 expressed in terms of i/-. 
Equation (1) is not included in the new system since it is auto­
matically satisfied by >/<• 
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Fig. 2 Cross section of experimental apparatus 

symmetry about R = 0 results in the following boundary condi­
tions: 

lA = f.(R), fi = O.Cffi), <9 = 1 for Z = 0, 0 < R < 1 

^ = - (1 - B2)2, R = 4R, 0 = 0 for Z = <*>, 0 < B < 1 

1 ^ ^ 
xb = -, 0 = 0, — = 0 y 2 dR 

^ = 0, — = 0, 0 = 0 

for 0 < Z < co, _ffi = 0 

for 0 < Z < <*,, 5 = 1 

where 

and 

^ ( f l ) = - (1 - fl2), fl,(fi) = 0 for case 1 

& ( # ) = - (1 - R2)1, Qe(R) = 4/2 for case 2. 

(9) 

Axial Coordinate Transformation 
The semi-infinite domain 0 < Z < <*, 0 < R < 1 was trans­

formed to the finite domain 0 < £ < 1, 0 < R < 1 utilizing the 
function £ = 1 - 1/(1 + cZ). The transformed equations are 
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R dR dZ d£ 

2Gr d0 
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dZ 
= c(l - £)2 

and 

^ = - ^ ( 1 - «>'• 

The boundary conditions, equations (9), are unchanged except 
that Z = 0 and Z = <x> are replaced by £ = 0 and £ = 1, respec­
tively. I t should be pointed out that the transformation fails to 
be one-to-one at Z = co. This causes no difficulties, however, 
since equations (10)-(12) need only be satisfied for 0 < Z < <», 

Numerical Approach 
The exact solution to the boundary-value problem formulated 

consists of mathematical expressions \p, O, and 6, which satisfy 
the differential equations, equations (10)-(12), at every interior 
point of the solution domain (? = {(£, R): 0 < £ < 1, 0 < R < 
l} and the boundary conditions, equations (9), at every limit 
point of G. On R = 0, however, both the energy equation and 
dd/dR = 0 must be satisfied simultaneously since the latter is 
not a true boundary condition but is rather a condition of sym­
metry. Because of the complexity of this problem, no attempt 
was made to obtain an exact solution. Instead, recourse was 
taken to an approximation technique—namely, the method of the 
finite differences. 

The solution domain was discretized by partitioning the £ and 
R directions according to 

where 

& = (» - 1)A£ i = 1, 2, 

A£ = 

and 

R, = In 1 + (e -"CM 3 = 1- 2, J\4 

Subdividing in this manner yielded a more closely spaced mesh in 
terms of the physical coordinates z near the entrance and r near 
the wall, where axial and radial gradients, respectively, were ex-

4 The variable spacing in R is equivalent to equal spacing in f(R) 
{eR - 1) 
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pected to be large. Preliminary numerical solutions were ob­
tained for both I = J — 11 and 21, but the solutions presented 
were generated for I = / = 41. The transformation parameter 
c was arbitrarily selected so that roughly 99 percent of the total 
heat transfer to or from the fluid occurs between £i = 0 and £40 = 
0,975. This led to the use of the relationship c = 39/Pe. The 
finite-difference approximations of the various differential equa­
tions were formed by Allen's method [1]. The resulting system 
of nonlinear difference equations was solved using a successive 
over-relaxation technique in which initial estimates of the un­
known values of \p, Q, and 6 were improved by relaxing first the 
\j/l then the Q, and finally the 6 difference equations. This se­
quence of operations was repeated until an estimate for the 
maximum error a t any node due to incomplete convergence for 
both \p a n ( i 6 was less than 1 X 10 - 6 . This degree of conver­
gence was typically obtained only at the expense of nearly 1300 
iteration cycles for I = J = 41, with relaxation parameters for 
the ip, fi, and 6 difference equations ranging from 0.90 to 0.95, 
0.80 to 0.85, and 1.35 to 1.40, respectively. Details of the 
numerical analysis are presented in [32]. 

Experimental Program 
The experimental program was designed to provide measured 

temperature and axial-velocity profiles at selected axial positions 
in a vertical, isothermal tube with a nearly uniform entrance 
velocity and entrance temperature. Air was selected as the test 
fluid. 

A schematic of the experimental apparatus is shown in Fig. 2. 
Its principal component is a vertically aligned copper tube (re­
ferred to as the primary tube) 14 ft long with an inside diameter of 
1.612 in. The temperature of the primary tube was controlled 
by circulating water in the annulus formed by it and a second, 
larger-diameter tube. The annular region was partitioned into 
four sections which were sized so that each would supply approxi­
mately the same average heat flux to air flowing through the 
primary tube for a typical Reynolds number of 500. A combina­
tion of cooling and intermittent heating was used to control the 
temperature of the water, which was supplied by a common inlet 
header to the four sections. Flow from the discharge header was 
split into two streams, one of which passed through the tubes of a 
small shell-and-tube heat exchanger and was cooled to approxi­
mately 63 deg F by cold tapwater circulated through the shell. 
The balance of the flow passed through a small chamber housing 
an immersion heater. Heater voltage was switched on and off 
by a controller which utilized as the feedback element a mercury-
thermometer-type sensor with an adjustable set point. The 
actual time-wise and spatial temperature variations of the 
primary tube were held to less than ±0 .08 deg F. This was 
determined by direct measurement using twenty thermocouples 
attached to selected points on its outer surface. 

The air circulation system consisted of a centrifugal blower, a 
surge tank to dampen flow pulsations, a coiled capillary flow­
meter, a calming chamber equipped with a converging nozzle to 
produce a uniform entrance velocity, and the primary tube itself. 
The coiled capillary flowmeter [33] was made of Vs-in-OD copper 
refrigeration tubing and had 12 tightly wrapped coils with a mean 
diameter of 6.8 in. In order to reduce end effects, the pressure 
drop was measured with a micromanometer across only the inner 
10 coils. 

Air entered the calming chamber through a diffuser consisting 
of a a/4-in-dia cylinder made of fine brass screen, which was 
capped on one end. The flow into the open end tended to spread 
out radially and more or less uniformly across the chamber 
diameter. The air, after passing through a series of seven fine 
brass screens used to reduce turbulence and flatten the velocity 
profile, entered a short (0.490 in.) converging nozzle machined 
out of Plexiglas. The nozzle was designed according to the 
V. D. I. specifications presented by Streeter [34]. 

Both the coiled capillary and the calming chamber were com-

0 0.50 l.00 
DIMENSIONLESS RADIUS R 

Fig. 3 Dimensionless velocity profiles for uniform entrance velocity and 
Gr/Re = O 

pletely immersed in controlled-temperature water baths in order 
to establish the temperature of the air entering the primary tube. 

Temperature and velocity profiles were measured at z = 2 Vie, 
813/i6, 2313/i6, 10013/i6, and 16413/i6 in. using a micrometer 
traversing mechanism. The temperature probe was a No. 30 
B. & S. gage, chromel-alumel thermocouple in a 0.059-in-OD 
hypodermic tubing sheath. 

Velocity measurements were made with a constant-tempera­
ture hot-film anemometer system. The sensor portion of the 
0.059-in-dia velocity probe was a platinum hot film 0.001 in. in 
diameter. Both the velocity and temperature probes were 
right-angle probes whose 0.25-in-long tips were pointed toward 
the oncoming flow.6 Because of the rather small velocities in­
volved (w„ ~ 0.7 fps), the anemometer bridge voltage varied 
only slightly over the entire velocity range and, consequently, 
had to be measured very accurately. A six-place, integrating, 
digital voltmeter was used to make these measurements. 

6 The radial velocity component probably had very little effect 
on velocity measurements. This assertion is supported by con­
sideration of the ratios of computed radial to axial velocity com­
ponents which indicate that the magnitude of the velocity and its 
axial component differed by less than 0.01 percent in the region 
where measurements were actually taken. 
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Fig. 5 Dimensionless velocity profiles for fully developed entrance 
velocity and Gr/Re — — 3 0 

Even though the probe was operated at an overheat ratio of 
about 1.5, the bridge voltage was found to be extremely sensitive 
to the temperature of the air flow. To compensate for this 
effect, a modified King's law, E^ = (a + buc)(d — T), was used 
to correlate the bridge voltage Eh with the velocity u and the 
temperature T. The free parameters a, b, c, and d were selected 
using the least-squares criterion for a "best" fit [35]. 

Results of the Numerical Analysis 
The system of difference equations developed was solved with 

the aid of an IBM Systems 360, Model 67 digital computer. All 
floating-point computations were performed using double-
precision (i.e., 64-bit) arithmetic. Numerical results are pre­
sented for Re = 500 and Pe = 252.5 for both uniform and fully 
developed entrance velocities. For each of these entrance 
models, solutions were generated for the case of pure forced con­
vection as well as for combined forced-free convection with 
Gr /Re = - 3 0 . 

Fig. 3 illustrates the development of the dimensionless axial-
velocity profile for the case of uniform irrotational entrance 
velocity and Gr /Re = 0. At Z/Pe = 0.0006575, it is evident 
that the maximum velocity does not occur at the center line. 

This central concavity diminishes as Z/Pe increases but does not 
vanish completely until Z/Pe exceeds 0.0138. Wang and Long-
well also reported observing this phenomenon in their numerical 
solutions. Furthermore, their conjecture that central concavity 
is a real effect has the support of experimental evidence, as will be 
discussed later. Vrentas et al. [8] also detected central concavity; 
however, they concluded that its magnitude increases with Reyn­
olds number. This is in sharp contrast with numerical solutions 
obtained by Schmidt and Zeldin [10] which clearly indicate that 
the degree of central concavity decreases as the Reynolds number 
increases. 

The axial-velocity-profile development for Gr /Re = —30 is 
shown in Fig. 4. The profiles for small Z/Pe are essentially 
similar to those for pure forced convection. However, a bit 
farther downstream, the center-line velocity decreases dramati­
cally until it reaches a minimum somewhere between Z/Pe = 
0.05983 and 0.06760. Beyond this point, the central concavity 
diminishes. Ultimately, it vanishes altogether and the velocity 
eventually becomes fully developed. The reason for this be­
havior can be explained as follows: Consider the fluid in the 
cross section of the tube at some arbitrary location and let Tw > 
Te. The temperature of the fluid must increase in the radial di-

216 / MAY 1 972 Transactions of the ASfilE 

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



V 

Gr/R. = 0 / 
./ 

V / -30 

I--p:::: I'--

0.001 0.01 O. I 1.0 

DIMENSIONLESS AXIAL DISTANCE ziP. 

Fig. 6 Development of the dimensionless center-line velocity for uni­
form entrance velocity 

Gr~R~ lIJ 
2.00 

~ 

'" / 

/ 
-30 

1.0 0 

0.001 0.01 O. I 1.0 

DIMENSIONLESS AXIAL DISTANCE Z/P. 

Fig. 7 Development of the dimensionless center-line velocity for fully 
developed entrance velocity 

rection, which for f3 > ° implies that the fluid density decreases 
wit.h R. Therefore, the decelerative effect of the gravitational 
body force, which is proportional to the density, decreases in the 
radial direction. As a result, the fluid near the wall tends to have 
a higher dimensionless axial velocity than it wOllld have had if 
Gr/Re were zero in which case the body force would have been 

, 1 

uniformly distributed across the radius. Since i RUdR is in-

variant, however, the dimensionless axial velocity in the neigh­
borhood of the center line must be correspondingly lower. 

As Z IPe increases, the fluid temperature approaches T W' Thus, 
the effect of the gravitational body force ultimately vanishes and 
the velocity eventually reaches a fully developed state. 

Changes in the velocity distribution do not occur in a pure 
forced convection flow, Gr/Re = 0, if the entrance velocity is 
fully developed. As can be seen in Fig. 5, he ate transfer effects 
for Gr/Re = -30 cause significant changes in the otherwise 
unclmnging velocity profile. 

The dependence of the center-line velocity on Gr/Re is clearly 
illusLrated in Figs. 6 a,nd 7. For either entrance condition, the 
~enter-line velocity for Gr/Re = - 30 a,tta,ins a minimum. 
Studies using a, coa,rse grid predict tha,t the center-line velocity 
fit the minimum is zero for Gr/Re "" - 89 if the entra,nce velocity 
is uniform. If it is fully developed, the critica,l va,lue is about 
-97. No numerical solutions could be obtained for Gr/Re less 
than the critical value for either entrance condition, in the sense 
that the iteration algorithm could not be forced to converge. 

Heat-transfer data are presented in terms of several different 
Nusselt numbers. The first of these is a local Nusselt number 
defined as 

Nu* 

Where 

Journal of H eat Transfer 

h* 
21' -oJ( (13) 
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Fig. 8 Effect of Gr/Re on Nu* for uniform entrance velocity 

Ii ~~ 11'=1'0 
h* = 

Tw - Tb 
(14) 

is the local heat-transfer coefficient based on the bulk tempera-
ture 

i'O 
Tb 

o 1'Tudr 

(15) i1'O o rudr 

As z increases, Nu* approaches an asymptote, the value of 
which is of theoretical interest. Both Nu* and Tb must be 
known as a function of axial position, however, if local and aver­
~ge heat fluxes are to be determined. To make these primary 
quantities more directly attainable, alternative Nusselt numbers 
are defined which are directly proportional to the local and 
average wall heat fluxes, respectively. These are 

and 

where 

and 

h 

h 
Nu = 21'0-

K 

Ii 
Nu = 21'0-

K 

K~I,="O 
Tw - Te 

Ii = - hdz. 1 i Z 

Z 0 

(16) 

(17) 

(18) 

(19) 

Computed Nusseltnumbers are presented in Figs. 8-13. Compu­
tational techniques as well as Nusselt numbers in tabuhr form 
are presented in [32J. 

An interesting phenomenon was discovered while analyzing a 
series of numerical data for a coarse grid in which only Gr/Re 
was varied. For either entrance condition, Nu*, Nu, and NIl 
were found to be nearly linear functions of Gr/Re for -50 :::; 
Gr/Re :::; O. In fact, obtaining anyone of the Nusselt numbers 
at Gr/Re = -10 or - 20 by linear interpolation using the values 
at Gr/Re = ° and -30 resulted in less than 1 percent error at 
any axial location. Consequently, Nusselt numbers for any de­
sired value of Gr/Re between -50 and 0 may be approximated 
by linear interpolation or extrapolation of the given data. 

It is appropriate to comment on when gravity can be neglected 
without causing serious error. Of course, gravity will always 
produce some effect provided T. 7'" T w but it was found that 
changes in the velocity and temperature distributions a,re barely 
noticeable if IGr/Rel .5 1. 
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Experimental Results 
Of invaluable aid in the design of the experiment was the com­

puter program written earlier for the numerical analysis. By 
comparing solutions for both pure forced and combined forced-
free convection, one could see the effect of gravity on the dimen-
sionless axial-velocity profiles quite clearly. On the other hand, 
the dimensionless temperature profiles provided no overt clues 
as to which flow regime they represented. For this reason, the 
major emphasis was placed on measuring axial-velocity profiles. 

Two sets of experimental data were taken. In the first case, 
the air entered at 75.97 deg F, the tube wall was maintained a t 
75.14 ± 0.08 deg F , and the barometric pressure was 737.5 mm 
Hg. Based on a mean velocity of 0.649 fps (as measured with 
the coiled capillary flowmeter), the Reynolds number was 509.5 
and Gr /Re was 0.735. The second case involved a combined 
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Fig. 14 Comparison of experimental and theoretical dimensionless 
center-line velocity development 

forced-free convection flow. The temperature of the entering 
air was 72.68 deg F, the tube temperature was 94.91 ± 0.08 deg , 
F, and the barometric pressure was 732.9 mm Hg. This tin1''. 
the mean velocity was 0.501 fps, which resulted in Re = 37!'^ 
and Gr /Re = —33.25. All fluid properties, were evaluated :i' 
the average of the entrance and wall temperatures and, siii,v 

the pressure drop in the tube was negligible, a t the baromelri' 
pressure. 

In both cases, slight asymmetry was detected in the measui • '••' 
velocity profiles. Without exception, velocities measured ftf'i" 
the side of the tube through which the probe entered were sligh' l-
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Fig. 15 Comparison of experimental and theoretical dimensionless 
velocity profiles for forced convection 

Fig. 16 Comparison of experimental and theoretical dimensionless 
velocity profiles for combined forced-free convection 

lower than those measured at the same radial location but on the 
opposite side of the center line. Sparrow, Hixon, and Shavit 
[36], who measured velocity profiles for air flowing in rectangular 
ducts, reported substantially the same type of asymmetry in 
their 2:1 duct. They also cite Leite [37] and Reshotko [38] as 
having observed the same phenomenon in tube flow. I t may be 
that in sensing the upstream conditions, the oncoming flow tends 
to shift away from tha t portion of the wall which contains the 
probe. There were indications that the flow adjusted to distur­
bances a t the probe access ports, most noticeably those at the 
largest values of Z/Pe. Velocity traverses on the side of the tube 
containing the probe tended to indicate slightly higher velocities 
when the traversing mechanism-probe assembly was first in­
stalled. After waiting, sometimes as long as 15 min, repeatable 
velocity profiles were obtained. 

Once determined, the experimental velocities at a given axial 
location were numerically integrated to obtain a mean velocity 
which was used, in turn, to nondimensionalize the velocities at 
that location. 

The numerical solution presented earlier for Re = 500 and 
w/Re = 0 was judged to be adequate for purposes of comparison 
With the velocities obtained in the first experiment. On the other 

haird, a separate numerical solution was generated for Re = 
379.8 and Gr /Re = —33.25 for comparison with the combined 
forced-free experimental results. 

Both nondimensional experimental and theoretical center-line 
velocities are shown in Fig. 14. There appears to be substantial 
agreement between theory and experiment for the forced convec­
tion flow. For the combined forced-free convection flow, the 
center-line velocity appears to have been adequately predicted 
for axial locations upstream of the minimum; however, develop­
ment beyond this point was slower than expected. Judging from 
the experimental data, the velocity at the exit plane of the tube 
was probably not quite fully developed for this case. 

Experimental and theoretical dimensionless velocity profiles 
for forced convection are compared in Fig. 15. Numerical values 
of U corresponding to the experimental values of Z/"P% were ob­
tained by second-degree interpolation in terms of £. Although 
barely noticeable in the figure, the experimental velocity profile 
for Z/~Pe = 0.01115 definitely possesses some central concavity. 
At R = 0, U = 1.366, whereas the maximum measured value of 
V is 1.372 and occurs at R = 0.372. This represents a dip of 
about 0.44 percent. At this axial location, however, the numeri-
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Conclusion 
The influence of gravity on forced laminar flow in a vertical 

tube with uniform wall temperature was investigated by both 
numerical and experimental means. I t was found that as a con­
sequence of the presence of gravity, density gradients induced by 
heat transfer, though small, may significantly alter the flow char­
acteristics—in particular, the velocity profile. 

The predicted velocity profiles for uniform entrance velocity 
for Pe = 500 and Gr /Re = 0 exhibited some central concavity 
near the tube entrance region. The computed velocity profiles 
for Re = 500 and Gr /Re = — 30 were found to be essentially 
similar to those for pure forced convection near the tube entrance. 
A bit farther downstream, however, a high degree of central 
concavity appeared, induced, this time, by the action of gravity. 
For Gr /Re = —30, the center-line velocit}' was found to reach a 
minimum at some axial location dependent upon the entrance-
velocity condition. Beyond this position, the center-line velocity 
increased and the concavity diminished. 

I t was found that the rate of heat transfer was improved by the 
action of gravity for Gr /Re < 0. Furthermore, it was found that 
the local and average Nusselt number varied nearly linearly with 
Gr /Re for - 5 0 < Gr /Re < 0. 

cal solution displays no concavity. Burke and Berman [39] also 
detected central concavity in the near entrance region in tube 
flows using a laser Doppler velocimeter. They reported maxi­
mum dips of as much as 5.2 percent for Reynolds numbers in the 
range of 108 to 340. 

In Fig. 16, the numerical dimensionless velocities are shown to 
be in substantial agreement with the experimental values at the 
first two axial locations. Again, the measured velocity develop­
ment is slower for larger values of Z/Pe than was predicted by 
the numerical analysis. Pig. 17 helps to explain the reason for 
this behavior. The experimental temperature distributions for 
Z/Pe > 0.1541 indicate higher radial temperature gradients than 
were predicted. This could only have resulted in retarding the 
development of the velocity profile. On the other hand, the dis­
crepancy between the measured and computed temperatures for 
Z/Pe = 0.01496 appears to have had little effect on the velocity 
profile at that location. This can be partially explained by the 
fact that the shape of the velocity profile does not characteris­
tically show the full effect of the radial temperature gradient at 
small values of Z/Pe. I t is likely that the plastic nozzle, which 
was in direct contact with the warm tube, caused the unexpected 
increase in temperature by preheating the air before it entered 
the tube. The effect of the assumed preheating is also shown in 
Fig. 18, which compares the measured and predicted dimension­
less bulk temperature distributions. 
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The authors are to be commended on a significant contribution, 
both computationally and experimentally. The good agreement 
between the experimental data and the computed values confirms 
the general validity of the mathematical model and the computa­
tional procedure but does not constitute a critical test of the con­
vergence of the calculations as the grid size is reduced. The 
authors imply tha t the calculations for I = J = 41 differ negligi­
bly from the solution which would be obtained as Af and AR —*• 0. 
A plot demonstrating the convergence of the solution as / and J 
were increased and indicating the error due to finite I and J 
should be provided as a critique of the procedure and as a guide to 
future investigators. 

The statement "When the flow is fully developed, the uniform-
wall-heat-flux condition is equivalent to the condition of axially 
linear varying wall temperature" is not valid for the thermal en­
trance region. In this region (T„ — Tc) is proportional to z /' 
for a uniform wall flux [40]. 

The paper does not refer to the early work of Elenbaas [41] and 
of Bodoia and Osterle [42] or to the recent work of Davis and 
Perona [43] on the same general subject. Comparison of the re­
sults with this other work would be of interest. 

Comparison of the results for Gr /Re = 0 with those of Kays 
[44] who calculated temperature fields and heat fluxes for the 
Langhaar and parabolic velocity fields with those of Rosenberg 
and Heliums [45] who also solved the momentum equations 
numerically would also be of interest. 

The line for Gr /Re = 0 in Figs. 6 and 7 should be strengthened 
to distinguish it from the grid lines. 

W. J. Marner7 

Zeldin and Schmidt are to be congratulated for a rigorous 
analysis of an interesting problem. Unlike practically all pre­
vious investigators who have studied combined free and forced 
convection in a vertical tube, they have included the effects of 
both axial conduction and axial momentum change. However, 
their literature review does not include a number of important re­
lated papers, and their treatment of axial conduction for case 2 is 
open to question. 
. Kays [46], Tien and Pawelek [47], Ulriehson and Schmitz 

[48], Hornbeck [49], and Manohar [50] have all considered the 
problem of simultaneously developing velocity and temperature 
profiles in an isothermal tube under conditions of forced convec­
tion with constant fluid properties. In each case, however, axial 
diffusion of heat and momentum was neglected. 

In 1942 Martinelli and Boelter [51] made the initial attack on 
combined free and forced laminar convection in a vertical iso­
thermal tube for the case when the velocity profile is initially 
parabolic (case 2). They derived the following expression for the 
arithmetic-mean Nusselt number: 

Nuam = l.1oF1[Gz + 0.0722ft(Gr Pr D/z)0-n]'/3 (20) 

where D = 2r„ is the tube diameter, Pr = CVJX/K is the Prandtl 
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The authors are to be commended on a significant contribution, 
both computationally and experimentally. The good agreement 
between the experimental data and the computed values confirms 
the general validity of the mathematical model and the computa­
tional procedure but does not constitute a critical test of the con­
vergence of the calculations as the grid size is reduced. The 
authors imply tha t the calculations for I = J = 41 differ negligi­
bly from the solution which would be obtained as Af and AR —*• 0. 
A plot demonstrating the convergence of the solution as / and J 
were increased and indicating the error due to finite I and J 
should be provided as a critique of the procedure and as a guide to 
future investigators. 

The statement "When the flow is fully developed, the uniform-
wall-heat-flux condition is equivalent to the condition of axially 
linear varying wall temperature" is not valid for the thermal en­
trance region. In this region (T„ — Tc) is proportional to z /' 
for a uniform wall flux [40]. 

The paper does not refer to the early work of Elenbaas [41] and 
of Bodoia and Osterle [42] or to the recent work of Davis and 
Perona [43] on the same general subject. Comparison of the re­
sults with this other work would be of interest. 

Comparison of the results for Gr /Re = 0 with those of Kays 
[44] who calculated temperature fields and heat fluxes for the 
Langhaar and parabolic velocity fields with those of Rosenberg 
and Heliums [45] who also solved the momentum equations 
numerically would also be of interest. 

The line for Gr /Re = 0 in Figs. 6 and 7 should be strengthened 
to distinguish it from the grid lines. 
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Zeldin and Schmidt are to be congratulated for a rigorous 
analysis of an interesting problem. Unlike practically all pre­
vious investigators who have studied combined free and forced 
convection in a vertical tube, they have included the effects of 
both axial conduction and axial momentum change. However, 
their literature review does not include a number of important re­
lated papers, and their treatment of axial conduction for case 2 is 
open to question. 
. Kays [46], Tien and Pawelek [47], Ulriehson and Schmitz 

[48], Hornbeck [49], and Manohar [50] have all considered the 
problem of simultaneously developing velocity and temperature 
profiles in an isothermal tube under conditions of forced convec­
tion with constant fluid properties. In each case, however, axial 
diffusion of heat and momentum was neglected. 

In 1942 Martinelli and Boelter [51] made the initial attack on 
combined free and forced laminar convection in a vertical iso­
thermal tube for the case when the velocity profile is initially 
parabolic (case 2). They derived the following expression for the 
arithmetic-mean Nusselt number: 

Nuam = l.1oF1[Gz + 0.0722ft(Gr Pr D/z)0-n]'/3 (20) 

where D = 2r„ is the tube diameter, Pr = CVJX/K is the Prandtl 
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number, Gz = pu„,irr0
2cp/Kz is the Graetz number, and Fi and F% 

are coefficients which are functions of Nunm. Martinelli et al. 
[52] found the Nusselt numbers predicted by equation (20) to be 
low; however, by changing the exponent 0.75 to 0.84 they were 
able to correlate five sets of experimental data, obtained using 
water and oil, to within ± 20 percent. However, the presence of 
some turbulence undoubtedly contributed to the high experi­
mental values of Niiam. Pigford [53] and Rosen and Hanra t ty 
[54] followed with approximate analyses for case 2 which also in­
cluded a temperature-dependent viscosity. Marner and Mc­
Millan [55], in a recent numerical study, found that for suf­
ficiently large (magnitude) values of Gr/Re, the local Nusselt 
number Nu* shows the unusual behavior of increasing with in­
creasing axial distance near the point of maximum velocity-profile 
distortion. Jackson, Harrison, and Boteler [56] considered com­
bined free and forced laminar convection in a vertical tube with 
constant wall temperature for the situation when both the ve­
locity and temperature profiles are initially uniform (case 1). 
They derived the following approximate expression for the 
logarithmic-mean Nusselt number: 

Nuim = 1.128[Re Pr D/z + (3.02{Gr Pr C/L}Pr)°- 4] , / s (21) 

where L is the length of the heated section. This equation suc­
cessfully fit the experimental data obtained for air flowing in a 
5-ft-long, 3-f-in-ID tube with Graetz numbers ranging from 
15.0 to 57.1. In a numerical investigation Bradley and Ent-
wistle [57], as a portion of their study, considered fully developed 
cooling of air in upflow in an isothermal vertical tube under con­
ditions of combined free and forced convection. They found the 
axial momentum change to be important for large temperature 
differences, an effect which was essentially independent of the 
Reynolds number. Axial conduction was found to become in­
creasingly important as the Reynolds number was reduced below 
200. 

Hennecke [58] has carried out a numerical investigation of 
forced convection in a circular tube which takes axial conduction 
into account. Both constant wall temperature and constant wall 
heat flux were considered. Pie has included a rather thorough 
literature review of papers which consider the effects of axial 
conduction. More recently, Jones [59] has presented an analyti­
cal solution for forced convection in an isothermal tube taking 
axial conduction into account. The work of both Hennecke and 
Jones shows that when axial conduction is important the proper 
thermal boundary condition for the fluid is T(r, — co) = Te, 
rather than T(r, 0) = T„. In other words, heat is conducted 
upstream beyond the point where heating begins, such that the 
temperature profile at z = 0 is not uniform. 

Of particular interest for the problem under consideration is the 
relative importance of axial conduction and axial diffusion of 
momentum. The following discussion will a t tempt to shed some 
light on this aspect of the problem for case 2. 

Tabulated in Table 1 are values of the local Nusselt number 
Nu* for the Graetz solution which neglects axial conduction— 
obtained using the eigenvalues of Sellars, Tribus, and Klein 
[12]—along with the corresponding values of Zeldin and 
Schmidt—obtained from reference [32]—which include axial 
conduction. Since Gr /Re = 0 the velocity profile remains 
parabolic, and there is no axial diffusion of momentum in this 
case. Thus, this comparison gives some indication of the im­
portance of axial conduction as predicted by Zeldin and Schmidt, 
at least for pure forced convection. As can be seen from Table 1, 
Zeldin and Schmidt predict increases in Nu* of up to 39.7 percent 
for Pe = 252.5; however, an increase of this magnitude is not in 
agreement with the results of Hennecke [58]. For example, at 
Z/Pe = 0.001 Hennecke predicts an increase in Nu* due to axial 
conduction of less than 40 percent for Pe = 50. Unfortunately, 
Hennecke does not give results for Peclet numbers larger than 
50; however, since the importance of axial conduction decreases 
sharply with increasing Pe, it is safe to say tha t the influence of 
axial conduction for Pe = 252.5 will be considerably less than for 

Table 1 Comparison of local Nusselt numbers for pure forced convection 
wi th Pe = 252.5 

Nu* 

Z/Pe 

0.0006575 
0.00135 
0.002849 
0.004525 
0.006410 
0.01099 
0.02564 
0.04762 
0.1026 
0.2308 

Sellars, Tribus, 
and Klein 

14.78 
11.56 
8.986 
7.713 
6.893 
5.831 
4.610 
4.037 
3.704 
3.656 

Zeldin and 
Schmidt 

20.65 
13.30 

9.557 
8.010 
7.076 
5.919 
4.641 
4.059 
3.722 
3.659 

Percentag 
change 

+ 3 9 . 7 
+ 15.1 

+ 6.35 
+ 3 . 8 5 
+ 2 . 6 5 
+ 1.51 
+ 0 . 6 7 
+ 0.54 
+ 0.49 
+ 0.08 

Table 2 Comparison of local Nusselt numbers for Gr /Re — —30 and 
Pe = 252.5 

Z/Pe 

0.0006575 
0.00135 
0.002849 
0.004525 
0.006410 
0.01099 
0.02564 
0.04762 
0.1026 
0.2308 

Marner and 
McMillan 

15.42 
12.20 
9.630 
8.347 
7.525 
6.479 
5.345 
4.910 
4.688 
4.069 

Nu* 
Zeldin and 
Schmidt 

21.62 
14.11 
10.29 
8.724 
7.789 
6.648 
5.451 
4.989 
4.634 
4.039 

Percentage 
change 

+ 4 0 . 2 
+ 15.7 

+ 6 . 8 5 
+ 4 . 5 2 
+ 3 . 5 1 
+ 2 . 6 1 
+ 1.98 
+ 1.61 
- 1 . 1 5 
- 0 . 7 4 

Pe = 50. Jones [59], for the same problem, predicts a Nusselt 
number of 7.508 a t Z/Pe = 0.005 for Pe = 200 compared with 
the Graetz solution value of 7.466, i.e., an increase of 0.56 percent. 
For this range of Z/Pe Zeldin and Schmidt predict an increase of 
approximately 3 percent due to axial conduction. Apparently 
these differences are due to the different thermal boundary con-
ditions used by Hennecke and Jones, T(r, — c° ) = Te, in contrast 
to that used by Zeldin and Schmidt, T{r, 0) = T„. As discussed 
previously, a uniform temperature profile at z = 0 is not realistic 
when axial conduction is important. Thus, it appears that the 
local Nusselt number predictions of Zeldin and Schmidt for pure 
forced convection are high due to the assumed uniform tempera­
ture profile at z = 0. 

In Table 2 comparisons are made with solutions for combined 
free and forced convection obtained using the numerical proce­
dure developed by Marner and McMillan [55], who neglected 
both axial diffusion of heat and momentum, along with the tabu­
lated results of Zeldin and Schmidt [32] for Gr /Re = - 30 and 
Pe = 252.5. Since the velocity profile in this case is being dis­
torted, both axial conduction and axial momentum change are 
important to some extent. In the entrance region (Z/Pe < 
0.003), however, the velocity profile has had little chance to be­
come distorted due to free convection effects. Thus, in this re­
gion the increase in Nu* predicted by Zeldin and Schmidt is due 
primarily to axial conduction. I t will be noted in Table 2 that 
the percentage increase over that of Marner and McMillan is 
essentially the same as in the case of pure forced convection for 
small Z/Pe. Based on the preceding argument, the Nusselt 
numbers of Zeldin and Schmidt for combined free and forced 
convection are probably high for small values of Z/Pe. For­
tunately, solutions for Z/Pe = 0.003 when Pe = 252.5 correspond 
to a physical axial distance of z = 0.76r0 which is of little practical 
interest. I t is noted that Zeldin and Schmidt predict a difference 
in Nu* of over 1 percent at Z/Pe = 0.1026, a larger difference 
than for pure forced convection at the same axial location. Since 
axial conduction is probably negligible in this region, this differ­
ence may be attributed to axial momentum change. This is not 
surprising in view of the fact that at Z/Pe = 0.1026 the center-1 
line velocity is approximately 1.08 as compared to the fully de­
veloped value of 2.0. 

Turning to case 1, a uniform temperature profile at Z/Pe = " 
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is realistic, even when axial conduction is important, so the re­
sults of Zeldin and Schmidt should be quite accurate for all values 
of Z/Pe. I t would, however, be of interest to determine the 
relative importance of the axial conduction and axial momentum 
change contributions in this case. 

Finally, Zeldin and Schmidt have presented mean Nusselt num­
bers with the convective heat transfer coefficient based on T„ — 
fe. Perhaps a more useful mean Nusselt number, which is based 
on Tm — Tb, is that presented, for example, by Kays [60] 

N " m = ^TT^
 l n t V W (22) 

2Z/Pe 
for constant-wall-temperature tubes. In addition to being com­
putationally straightforward, this expression also has the ad­
vantage that it asymptotically approaches the value of the fully 
developed local Nusselt number, 3.656. 

Authors' Closure 
The authors wish to thank Professors Churchill and Marner for 

presenting written discussions on the subject paper. 
Professor Churchill has reminded the authors to describe the 

method used to verify the accuracy of the numerical solution. 
As stated previously, solutions were obtained f o r / = / = 11, 21, 
and 41. A comparison of the results at common grid points for 
all three mesh sizes indicated that the increase in accuracy to be 
expected by using / = J = 81 instead of 41 (i.e., halving Af and 
Affi) would not be sufficient to warrant the increased computa­
tional effort and expense. 

As pointed out, it is true that the uniform-wall-heat-flux con­
dition is not equivalent to the condition of an axially linear-vary­
ing wall temperature for the thermal entrance region. However, 
the fully developed flow alluded to (in our discussion of the papers, 
paragraph 2 of the "Previous Related Studies") is both hydro-
dynamically and thermally fully developed. 

The authors do not wish to become involved in a point-by-
point rebuttal of Professor Marner 's rather lengthy discussion. 
With the exception of [55], which was published after the sub­
mission of our manuscript, his additional references and the major 
portion of his discussion add little to the information already pre­
sented by Schmidt and Zeldin [17] and more recently by Schmidt 
and Wimmer [61]. In these studies, the effect of Pe on Nu* 
was presented for a thermally developing, pure-forced convective 
flow. In [61], the region preceding the tube entrance was ac­
counted for. 

Professor Marner contends that the authors' tabular values of 
Nu* for case 2 [32] are too high for small positive values of Z/Pe. 
Too high compared to what? Too high compared to the values 
of Nu* for pure forced convection computed on the basis of a 
different thermal entrance condition such as used by Jones, or the 
boundary-layer-type equations used by Sellars, Tribus, and 
Klein? Too high compared to the values of Nu* for combined 
forced-free convection computed on the basis of the less refined 
mathematical model utilized by Marner and McMillan? The 
authors have presented, among other things, Nusselt numbers 
corresponding to a specific set of differential equations and 
boundary conditions and believe them to be reasonably accurate 
for the model presented. 

Marner's suggestion that equation (22) is a more useful expres­
sion for computing the mean Nusselt number than equation (17) 
B surprising—especially since the very derivation of equation (22) 
Mnges on the assumption tha t the axial conduction term in the 

energy equation can be neglected. This is most certainly not the 
case in the present study. 
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An Experimental and Analytical 
Study of Radiative and Conductive 
Heat Transfer in Molten Glass 
One-dimensional temperature profiles and heat fluxes within a slab of molten glass 
were measured experimentally. The glass slab was contained between two parallel 
platinum-lined ceramic plates. The plate temperatures were kept above 2000 deg F so 
that radiation heat flux was always equal to or larger than conduction. An optical 
method of temperature measurement was developed in which a helium-neon laser beam 
was directed along an isothermal path through the glass. The attenuation of the beam 
was a strong function of temperature and was used to evaluate the local temperatures 
within the glass slab. In order to perform a theoretical analysis the spectral absorption 
coefficient of the glass was measured from 2000 to 2300 deg F. Two analyses were 
performed: one for a diffuse platinum-glass boundary and the other for a speadar 
boundary. The calcidated temperatures agree with the measured values within 5 deg 
F throughout the slab, and the measured and predicted heat fluxes agree within 10 percent. 

Introduction 

I I HE ACCURATE prediction of temperature profiles 
and heat flux in a non-gray medium with simultaneous radiation 
and conduction is important to designers of rocket engines, abla­
tion heat shields, and glass melting furnaces. Numerous theo­
retical treatments of simultaneous conduction and radiative 
transfer have been published in recent years, see, for example, 
references [1-9].2 In these works, a great diversity of analytical 
models has been studied, e.g., gray diffuse walls, gray media, 
simple non-gray models, etc. 

There is a dearth of experimental results available due to the 
difficulties inherent in performing controlled experiments. A 
number of spectral measurements of the emission from isothermal 
and nonisothermal gases have been made [10-12]. The experi­
ments were conducted to verify proposed band models for the 
gas; temperature gradients were imposed by conduction from 
nonisothermal walls, and the influence of radiative transfer on 
the temperature distribution of the gas was negligible. Spectral 
measurements of rocket exhaust plumes have been made in an 
effort to predict the temperature distribution within the plumes 

1 Formerly Research Assistant, Massachusetts Institute of Tech­
nology, Cambridge, Mass. 

2 Numbers in brackets designate References at end of paper. 
Based on a paper contributed by the Heat Transfer Division and 

presented at the Winter Annual Meeting, New York, N. Y., No­
vember 29-December 3, 1970, of THE AMEBICAN SOCIETY OF M E ­
CHANICAL ENGINEERS as Paper No. 70-WA/HT-10. Manuscript 
received by the Heat Transfer Division August 10, 1970; revised 
manuscript received February 16, 1971. 

[13]. For this case, turbulent convection occurs along with 
conduction and radiation and the process defies precise analysis. 

Gille and Goody [14] in the course of an important investiga­
tion of radiation and convection measured the temperature dis­
tribution and heat flux for radiation and conduction in ammonia 
contained between isothermal parallel plates. However, the re­
sults are for the optically thin region, the departure of the tem­
perature from a linear profile is at most 3 percent, and the 
bounding walls were assumed gray with the value of emissivity 
adjusted to fit the heat-flux data. 

Nishimura et al. [15] measured the temperature distribution 
in a slab of molten glass using thermocouples embedded in the 
glass. When the glass was optically thin, agreement between 
the measurements and the theoretical results was poor. This 
was probably due to the distortion of the temperature distribu­
tion in the glass caused by the presence of the thermocouple. 

Finch et al. [16] measured the heat flux through glass plates 
at temperatures up to 1000 deg F . The surfaces of the plates 
were adjacent to transparent media. The work was performed 
to evaluate a computer program to predict the heat flux; tli" 
agreement between the experimental and the numerical result1 

was poor. 
In this paper experimental results are presented for a no'i-

gray medium in which radiation absorbed and emitted by the 
medium is of the same order of magnitude as conduction within 
the medium. For simplicity, the heat transfer is steady and oi* 
dimensional. The temperature distribution measured with"1 

the glass and the net heat flux are compared with analytical 
predictions. 
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Fig. 1 Experimental apparatus 

This work was also undertaken to develop techniques which 
could be applied to experiments of simultaneous radiation, con­
duction, and convection. 

Experimental Measurements 
Glass was chosen as the experimental medium because the 

variation of absorption coefficient with wavelength does not 
exhibit complex line-absorption behavior characteristic of a gas. 
In addition, the high viscosity of glass permits experiments at 
relatively high temperatures without natural convection. Pligh 
temperatures are necessary to achieve radiative interactions 
which are the same order of magnitude as conduction. Radiative 
interaction refers to the radiation absorbed and emitted by the 
medium. For a completely transparent medium, the radiative 
heat flux through the medium might be significant but radiative 
interactions would not be present and the temperature distribu­
tion would be solely determined by conduction. High tempera­
tures also cause the glass to soften, eliminating contact resistance 
at the boundaries. Water white3 glass, an iron-free glass, was 
used in the experiments because its spectral-absorption coefficient 
changes gradually with temperature and almost stepwise with 
wavelength. 

The glass was contained between two parallel horizontal plates 
or slabs shown in Fig. 1. The plates were 8.25 in. square and 
the plate separation distance was l ' / j in. The sides were in­
sulated to minimize heat losses. Plat inum-plat inum/10 percent 
rhodium thermocouples were used to measure the plate tempera­
ture; five thermocouples were placed on each surface. For all 
of the tests, the maximum temperature difference along the sur­
face of a plate was less than 1 percent. The heat flux was found 
by measuring the temperature difference across the bottom 
slab. The temperatures of the plates were varied from a maxi­
mum of 2635 deg R to a minimum of 2240 deg R. Lower tem­
peratures could not be used since the glass crystallized when 
kept at temperatures near 2200 deg R. 

BEAM 
SPLITTER 

PHOTOMULTIPLIER 

REFERENCE BEAM 

Fig. 2 Optical system for temperature measurement 

The slabs were made from a fusion-cast high-purity alumina 
ceramic monofrax A,4 which does not react chemically with the 
glass. The slabs were carefully selected to minimize voids 
within the material. The surfaces of the slabs were grooved 
for the thermocouple leads. The slabs were lined with platinum 
foil in order to have boundaries with known optical constants. 
At high temperatures, glass seeped through slits in the foil to 
eliminate any contact resistance between the foil and the ceramic 
surface. 

Thermocouples were not used to measure the local tempera­
tures within the glass because the thermocouple supports would 
distort the temperature field. An optical method of temperature 
measurement was developed for use in the experiments wherein 
the variation of the monochromatic absorptivity of the glass 
with temperature was used to measure the local temperature 
within the glass. 

Fig. 2 shows a diagram of the optical system used to measure 
the one-dimensional temperature profiles within the glass. A 
brief description of the temperature-measuring technique follows 
and more detailed information can be found in reference [17]. 
The output of a continuous helium-neon laser beam was split 
into a sample beam and a reference beam, which were chopped 
out of phase. Narrow synthetic sapphire windows were placed 
in the side walls of the test section to transmit the sample beam 
into and out of the test section. The intensity of the reference 
beam was set equal to the intensity of the sample beam by ad­
justing the variable attenuator. The attenuator settings were 
calibrated over a range of temperatures by using an isothermal 
test section of known temperature. In Fig. 3 the results of the 
calibrations are presented as absorption coefficient versus tem­
perature. Losses a t the air-window and glass-window inter­
faces have been accounted for. The results shown are for two 
isothermal test sections, a cylindrical test cell [18], and the 
parallel-plate system shown in Fig. 1. 

By traversing the mirrors labeled A in Fig. 2, the temperature 
profile across the test section was measured. During the ex­
periments the edges of the sapphire windows in the test section 
were obstructed by leaking glass and therefore temperature near 
the upper and lower boundaries could not be measured. 

1 Trademark of Pittsburgh Plate Glass Co. ; Trademark of Carborundum Co. 

•Nomenclature-
B = wall radiosity (Btu/hr-ft2) 

eh = black-body emissive power (Btu/ 
hr-ft2) 

I = intensity of radiation (Btu/hr-ft2-
steradian) 

kT = thermal conductivity (Btu/hr-ft-
degF) 

k = absorption coefficient (cm - 1 ) 
L = plate separation (ft) 
n — index of refraction 

N = dimensionless conduction-radia­
tion parameter, kTk/'L(TTii 

q = heat flux (Btu/hr-ft8) 

s = pa th length (ft) 
T = temperature (deg R) 

= dummy variable of integration, 
see equation (4) 

= distance from boundary (ft) 
= emissivity 
= angle from surface normal 
= wavelength (/Um) 
= cos 6 
= Stefan-Boltzmann constant (Btu / 

hr-ft2-degR4) 
= reflectivity 
= optical thickness, ky 

To = optical thickness, kL 
u = solid angle 

Subscripts 

h 
i 
J 
L 

hot wall 
denotes isothermal layer 
denotes a wavelength interval 
denotes y — L 
perpendicularly polarized com­

ponent 
radiative 
lower wall 
upper wall 
monochromatic 
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Fig. 6 Normal spectral emissivity of platinum-air interface 

Fig. 4 Thermal conductivity of glass 

Analysis 
For the case at hand, one-dimensional steady conduction and 

radiation in a stationary medium, the energy equation is 

dy (-"S) dy (1) 

The radiative flux is defined in terms of the monochromatic 
intensity by 

JO J ii. 
I\ cos 9 do> dX (2) 

where 6 is measured from the y direction, the direction normal to 
the isothermal planes. The monochromatic intensity can be 
found from the equation of transfer assuming local thermal 
equilibrium exists and no scattering occurs: 

dh(s) 
= . - * x his) - etx (3) 

The first term on the right-hand side represents the decrease in 
intensity due to absorption within the medium; the second term 
represents the increase in intensity due to emission from the 
medium. Equations (2) and (3) can be combined with equation 
(1) to yield a nonlinear integro-differential equation for the tem­
perature distribution in the medium. With the temperature 
distribution known, the heat flux can be calculated. 

In order to solve the equations the properties of the medium 
and the boundary conditions must be specified. The analyses 
in this work differ from those of previous investigators in tha t 
both the wavelength-dependent properties of the glass medium 
and the boundaries will be accounted for. 

Properties of the Medium and Boundaries 
The medium between the boundaries did not significantly 

scatter radiant energy. All of the entrained air bubbles in the 

glass were removed by continuous heating above 2000 deg F, 
and scattering effects were not observed when a collimated beam 
of light was passed through the glass. 

At the temperature level of the experiments, the thermal con­
ductivity of the medium was not a function of temperature. 
The data shown in Fig. 4 taken from reference [19] indicate that 
the thermal conductivity increases with temperature up to 
1800 deg F, and then remains constant at higher temperatures. 

Above 4.5 (i (measured in air) glass is a strong absorber and a 
negligible amount of radiative energy is transmitted. Below 
4.5 n, the glass does not absorb strongly; therefore, the index of 
refraction can be considered a real quantity. Based on the 
limited data available [20, 21], it was assumed that the index of 
refraction does not vary with wavelength or temperature. A 
value of V-/% was used for the index of refraction. 

At the outset of this program, the absorption coefficient of the 
glass was measured a t elevated temperatures between 0.6328 ji 
and 2.7 fi, in air. The data, shown in Fig. 5, indicate that the 
absorption coefficient increases monotonically with temperature 
and almost stepwise with wavelength.. 

For wavelengths between 2.7 M and 4.5 p, in air, data taken 
from the literature for glass of similar composition [22-24] indi­
cate tha t the absorption coefficient is approximately 4 cm - 1 . 
Precise values of the absorption coefficient are not necessary for 
wavelengths greater than 2.7 JX because the majority of the 
radiant exchange occurs a t lower wavelengths; above 2.7 n the 
optical thickness is greater than 10. For the analysis, the wave­
length-dependence of the absorption coefficient was modeled as 
a series of discontinuous steps; for all calculations, three steps 
were used, with discontinuities at 2.7 and 4.5 /x. The variation 
of absorption coefficient with temperature was not included in 
the calculation of a specific case. 

Measurements of the emissivity of a platinum-air interface 
have been reported [25-28], but measurements have not been 
made for a platinum-glass interface. The emissivity of a 
platinum-air interface was calculated using the results of classical 
electromagnetic theory for a smooth interface and using tabulated 
optical constants for platinum [29]. Results are presented in 
Figs. 6 and 7. The excellent agreement with experimental data 
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Fig. 8 Directional hemispherical reflectivity of platinum in glass 

is somewhat unexpected since the optical constants are room-
temperature values while the reflectivity data were taken a t 
2500 deg F. The same optical constants were used to predict 
the emissivity of the platinum-glass interface at elevated tem­
peratures, assuming the index of refraction for glass is IV2 and 
is real. Representative results are shown in Fig. 8. 

Photomicrographs of the platinum-foil boundary at the con­
clusion of the experiments revealed that the surface roughness 
had increased. However, it could not be determined if the 
changes occurred during the tests or as a result of uneven thermal 
contraction during cooling. To account for the uncertainty in 
the surface condition during the experiments, two models of the 
interface were used in the analysis. In the first model, the 
interface was assumed to reflect specularly and the results pre­
sented in Fig. 8 were used to predict the angular variation of the 
monochromatic emissivity. In the second model, the surface 
was assumed to reflect and to emit diffusely. The same value of 
hemispherical emissivity was used for both models and the optical 
constants of platinum were taken as a step function of wave­
length. 

Solution for Diffuse Boundaries 
When the details of the radiative transfer are included, the 

energy equation becomes a nonlinear integro-differential equa­
tion in which the temperature appears in both the first and 
fourth powers. For diffuse boundaries equation (1) becomes 

*< 
&T C" r 

n ) 

+ 2 J'7" ox 

0 
e&x(W(| n t\)dt - 4e6x(Tx) d\ (4) 

The term on the left-hand side represents conduction, the first 
two terms on the right-hand side represent radiation absorbed 
at point y due to energy emitted or reflected from the boundaries, 
the third term represents emission from all other points in the 
medium absorbed at point y, and the final term represents emis­
sion from the medium at y. 

The exponential integral is defined as 

n ' 1 . 5 , GLASS 

Fig. 9 Temperature distribution for varying thicknesses of glass con­
tained between parallel diffuse plates 

GLASS SLAB THICKNESS '0.6 

I 2.5 

Fig. 10 Local radiative and conductive fluxes in a glass slab, diffuse 
boundaries 

En{x) = f /*--
J o 

1 exp( — r/fi)dfi 

The wall radiosities are given by the following pair of simul 
taneous equations: 

S ix = eixetix + 2(1 - eix) B2xE3(rox) + I ebx(t)E2(t)dt 

(5) 

-B2x = «2xe&2x + 2(1 — 62x) BAE3(TQ\) 

f 
J o 

+ I e6x(0#2(ro - t)dt 
' 0 

The boundary conditions are 

at y = 0 T = Ti 

at y = L T = T* 

(6) 

(7) 

The energy equation was solved numerically by the method of 
successive approximations. The monochromatic radiative prop­
erties were assumed to vary stepwise so the integral over wave­
length could be replaced by a summation. The method of solu­
tion was similar to the work of Viskanta and Grosh [1] for a gray 
medium. 

Figs. 9 and 10 show temperature profiles and boundaries. 
Fig. 9 shows the effect of varying thickness with fixed boundary 
temperatures. The departure from a linear temperature profile 
increases for larger slab thickness. Fig. 10 shows the variation 
in local conductive and radiative fluxes within a slab of glass 
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Fig. 12 Temperature distributions for radiative equilibrium with specular, 
diffuse, and black boundaries 

0.6 in. thick. Although the sum of the local conductive and 
radiative fluxes is constant, there is considerable redistribution 
of flux from conduction to radiation throughout the medium, 
indicating a significant amount of radiative interaction within 
the medium. 

Solution for Specular Boundaries 
The solution for specularly reflecting boundaries is more diffi­

cult than for diffuse boundaries, since the intensity of radiation 
leaving a boundary varies with the angle from the surface normal 
and the "history" of the radiation must be kept as it is reflected 
from boundary to boundary. An implicit solution for the tem­
perature profile was derived by dividing the medium up into a 
number of isothermal layers of equal thickness. A heat balance 
is complicated because radiative energy can arrive at a given 
layer by direct exchange or by energy which has been reflected 
from the specular boundaries a number of times. 

The energy balance for a given layer becomes 

[S absorbed radiation, emitted from 
boundaries and other layers] direct 

exchange 

+ [2 absorbed radiation, emitted from 
boundaries and other layers] reflected 

by one or 
more walls 

+ net conduction to layer 

— energy emitted by layer 

+ energy emitted by layer which is reabsorbed = 0 (8) 

The terms representing direct exchange are straightforward 
and are identical to the terms in equation (4) except that for 
radiation from the boundaries the monochromatic intensity was 
integrated over angle and summed over wavelength to account 
for the nonisotropic non-gray conditions. The integration over 
angle was approximated by Gaussian quadrature. 

The terms representing reflections from the boundaries at a 
given angle comprised an infinite series, which converged to a 
closed-form expression. For example, let I\ep(L) represent the 
component of radiation incident on the upper surface at angle 8 
and polarized perpendicular to the plane of incidence. Then 
the amount of I\$V(L) which arrives at y traveling in the direction 
of increasing y, due to one or more reflections, is 

LheP(L)ppe cos «J LPve 

k,L 

+ PP
3e 

3k±L 
cos 6 ~\- ...] (9) 

This can be written using the binomial series as 

k^L+y) r 

heP(L)p/e 
2k,L 

_1 - p„2e 

(10) 

Similarly, the amount of I\8P(L) which arrives at y traveling in 
the direction of decreasing y, due to one or more reflections, is 

hep(L)pp*e~ cose 

_1 — p^e cos 0_ 

(11) 

The derivation of equations (10) and (11) assumes that the 
monochromatic directional reflectivities of the upper and lower 
surfaces are identical. Reference [17] gives the derivations of all 
the terms in equation (8). 

A system of nonlinear algebraic equations was formulated by 
writing the energy balance for layers of finite thickness. I t is 
convenient to express the equations in matrix notation as follows: 

[A„][!Ty] + [Bu\[Tf] + [C„] = 0 (12) 

where Aijt Biit and C,7 represent, respectively, coefficients in the 
heat balance due to conduction, radiative exchange between 
layers (by direct exchange and reflected by the walls), and radi­
ation emitted by the walls. Ctj is a constant since the boundary 
temperatures are known. 

The Newton-Raphson iterative method was used to solve the 
resulting set of nonlinear algebraic equations. The matrix 
equation was solved in terms of the emissive power. A trial 
temperature vector was substituted into the heat-balance equa­
tion and a non-zero residual vector resulted if the trial vector 
was not the correct solution. Convergence required 10 iterations 
for an accuracy of 1 deg F in the temperature. 

Results 
Figs. 11 and 12 show a comparison of diffuse and specular wall 

results for gray media. Fig. 11 compares the temperature pro­
files for radiation plus conduction. Specular boundaries cause 
a more uniform profile in the center of the medium than diffuse 
or black boundaries. Fig. 12 shows the temperature profiles 
for radiative equilibrium (the conductivity is absolutely zero) 
which bears out the tendency of specular walls to flatten out the 
profile. Conduction tends to mask some of the effects of specu­
larly reflecting walls by requiring temperature continuity at the 
boundaries. 

Figs. 13-16 show the predicted temperature profiles and the 
experimental results. The test conditions for each figure are 
tabulated in Table 1. Notice that for all cases the radiative 
interaction is strong, causing a marked distortion of the tem­
peratures away from a linear profile. For specular walls, the 
temperature gradient in the center of the medium is smaller than 
the gradient for diffuse walls, just as in the case of gray media. 
To explain this, consider a ray of energy incident on the boundary 
at an angle near the normal to the surface. If the boundary 
reflects diffusely, the incident ray is reflected over a hemisphere 

228 / MAY 197 2 Transactions of the ASME 

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2600 

2500 

2400 

-

_ 

/ 
-II 1/ 

V 

^ Y ^ , , , , C 0 L D PLATE ,'f 

h L'1.5 ' / / / 
V///////> HOT PLATE / / 

'A 

2. ff 

0' ; 
/ / J MEASURED EXPERIMENTALLY 

/ 1 • SPECULAR WALL SOLUTION 

2 " DIFFUSE WALL SOLUTION 

3= PURE CONDUCTION 

1 1 1 1 1 1 1 1 1 
0.2 0.4 0.6 

Y ' L 

Fig. 13 Experimental versus predicted temperature distributions in glass 

" / ' " ( « " - " PLATE 

J ME/SURED EXPERIMENTALLY 

1 . SPECULAR WALL SOLUTION 
2 = DIFFUSE WALL SOLUTION 
3- PURE CONDUCTION 

0.2 0.4 O.S 0.9 

y / L 

Fig. 14 Experimental versus predicted temperature distributions in glass 

and only a small fraction of the energy reflected at angles far 
from the surface normal reaches the other boundary. For the 
experimental conditions of this study, the average pa th length 
for energy emitted diffusely from one boundary, reflected at the 
opposite boundary, and returned to the original boundary is 30 
percent less for specularly reflecting boundaries than for diffusely 
reflecting boundaries. 

Since the average pa th length between specular surfaces is 
lower than the pa th length between diffuse surfaces, the net heat 
flux should be higher. Also radiation emitted by elements near 
one wall should have more influence on elements near the op­
posite wall when the surfaces are specular, leading to a more 
uniform temperature distribution throughout the medium. 

The measured temperature profiles are shown in Figs. 13-16 
along with estimated limits of uncertainty. For all cases, the 
data fall between the predictions for specular and diffuse walls. 
Fig. 13 contains the data for the greatest temperature difference 
between the upper and lower boundaries; the ratio of the emissive 
power of the hot wall to the cold wall is 1.575. This represents 
a test condition where the nonlinear behavior of the energy 
equation is emphasized. 

Table 1- shows the calculated and measured heat fluxes. The 
measured heat fluxes tend to agree with the diffuse-model pre­
dictions. The value of the thermal conductivity of the ceramic 
used to evaluate the measured heat fluxes was extrapolated from 
measured values at 1600 and 2000 deg F . Due to the similarity 

Table 1 Net heat flux (Btu/hr-ft2) 

Plate 
Calculated Experimental temperatures (°R) 

Fig. Specular Diffuse Measured ?TL 7 \ 

13 
14 
15 
16 

13,326 
7,000 
4,270 
5,987 

12,804 
6,612 
3,656 
5,672 

12,400 
6,700 
3,800 
5,100 

2633 
2465 
2440 
2400 

2347 
2280 
2335 
2230 

• / ^ / C O L O PLATE 

r777777777 HOT PLATE 

MEASURED EXPERIMENTALLY 
I = SPECULAR WALL SOLUTION 
2' DIFFUSE WALL SOLUTION 
3- PURE CONDUCTION 

0 0.2 0.4 0.6 O.B 

Fig. 15 Experimental versus predicted temperature distributions in glass 

I / / ©-SPECULARWALL SOLUTION 

© • DIFFUSE WALL SOLUTION 

® - PURE CONDUCTION 

0 .1 .2 .3 .4 .9 .6 .7 

Fig. 16 Experimental versus predicted temperature distributions in glass 

Fig. 17 Influence of index of refraction and thermal conductivity on 
temperature distributions in glass 

of the diffuse and specular predictions and the experimental 
uncertainties, no conclusions can be drawn regarding the exact 
nature of the glass-platinum interface. 

The errors in the glass and wall temperatures were estimated 
to be ± 3 deg F. The effect of a temperature drop at the end of 
the isotherms, caused by heat losses from the sapphire windows, 
was investigated. The magnitude of the temperature drop was 
evaluated for two extreme cases, an optically thin medium and 
an optically thick medium. The results indicate that tempera­
ture perturbations caused by the windows would decay within 
0.75 in. of the window. The heat flux measured through the side 
wall gives an estimate of the temperature gradient in the inside 
of the wall. The data indicate that the temperature gradient at 
the wall is less than 10 deg F per inch assuming that the heat 
transfer in the glass takes place by conduction alone. 

Due to uncertainties in the values of the thermophysical prop­
erties, the diffuse model was tested to evaluate its sensitivity to 
changes in the thermal conductivity, the index of refraction, and 
the absorption coefficient, Fig. 17. For the experimental condi­
tions shown in Fig. 13, a 25 percent change in the thermal con­
ductivity produces a maximum change of 5 deg F in the tem-
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perature and an 8 percent change in the total heat flux. A 14 
percent change in the refractive index causes a maximum change 
of 4 deg F in the temperature and a 25 percent change in the heat 
flux; a 20 percent change in the absorption coefficient below 2.7 
jj, produces a 4 deg F change in temperature and an 11 percent 
change in the heat flux. 

Due to the high viscosity of the glass and the small plate 
spacing, natural convection is absent. For the experiment with 
the highest wall temperatures, the Rayleigh number is approxi­
mately 500 when the glass viscosity is evaluated at the hot-wall 
temperature. When the viscosity is evaluated at the cold-wall 
temperature, the Rayleigh number is 50. For transparent media, 
the critical Rayleigh number for the inception of convection is 
taken to be 1700. It has been demonstrated tha t the presence 
of radiative interactions increases the critical Rayleigh number 
[14]. 

Conclusions 
The optical method of temperature measurement yields ac­

curate results when the laser is directed along the isothermal 
path, the medium does not scatter radiation, and the dependence 
of the spectral absorption with temperature is known. 

Glass is a useful medium for controlled experiments of radi­
ative transfer in absorbing and emitting media. Experiments 
in which the radiation interaction is the same order of magnitude 
as conduction can be performed with glass. The temperature 
level can vary substantially without convection occurring. 
The spectral-absorption coefficient of glass can be accurately 
modeled as a series of step functions. 

Specularly reflecting boundaries with a directional-emissivity 
characteristic of a metal-dielectric interface cause a higher heat 
flux and a flatter temperature profile away from the walls than 
diffuse boundaries. For the conditions of this study, the differ­
ences between the predicted results for specular boundaries and 
for diffuse boundaries are slight. The experimental results fall 
between the specular and the diffuse predictions. Due to ex­
perimental uncertainties, it is impossible to conclude which model 
of the boundary condition is most nearly correct. 
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Impingement Heat-Transfer Rates from Torch Flames 

E. H. SCHULTE1 

The heat-transfer profiles of small natural gas-oxygen and 
acetylene-air flames to flat cooled surfaces were experimentally 
determined. Results show that the heat-transfer profiles can he 
relatively flat over a given area and that the best operating condi­
tion must be determined experimentally. 

ALTHOUGH it is possible to calculate the heat-transfer char­
acteristics of a gas flame, the task is difficult and the calculation 
must be verified experimentally [ l ] . 2 This is particularly true 
of studies made of areas near the tip of the reaction zone [2]. 
Two theoretical approaches have been used: one using the net 
reaction rates and absolute molar enthalpies, the other using 
the molar heat capacity and thermal conductivity [2, 3]. 

A literature search was conducted during an investigation of 
the properties of germanium-surface thermocouples [4] exposed 
to convective heat fluxes on the order of 25 Btu/ft2-sec. Though 
numerous references on gas flames [2] are available, it was found 
that very few data on flat cold-wall heat-transfer-rate profiles 
in small gas flames have been published. This absence of in­
formation may be due to the difficulties involved in accurately 
measuring the heat-transfer rates on small cooled surfaces. 
Anderson and Stresino [1] have performed an analysis and pre­
sented heat-transfer data on oxyhydrogen, oxypropane, oxy-
acetylene, and air-methane flames but have stated that their 
experimental data may be subject to large errors. A limited 
amount of heat-transfer data in an oxyacetylene flame are also 
presented by Morgan and Andrews [5]. 

In this study the principal investigations centered about a 
Prest-O-Lite torch [6] with a No. 1 tip having a 0.079-in-dia 
opening. I t burned a mixture of acetylene and air. The 
acetylene flow was adjustable and the air was self-regulating. 
Two additional torches which burned a mixture of natural gas 
and oxygen were tested and in each the gases were individually 
controllable. One was a Meco type N Midget torch [7] with 
an N - 0 tip having a 0.021-in-dia opening. The other was a 
National type 3A blowpipe torch [8] with an OX-3 tip having a 
0.065-in-dia opening. The three torches burned premixed reac-
tants (oxygen, natural gas, and air-acetylene) and had approxi­
mately laminar flames. While the actual gas flows to the torches 
were not measured, it was assumed that near-stoichiometric 
mixtures were burning. Under these conditions the reaction 

1 Test Engineer, Materials Laboratories, McDonnell Aircraft Co., 
St. Louis, Mo. 

2 Numbers in brackets designate References at end of technical 
brief. 
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zone of the flames was a well-defined flat-sided cone with a 
rounded tip, the length of the primary cone being indicative 
of the gas flow rate. 

The heat-transfer profiles on the impingement plane in the 
flames were determined with a recently developed water-cooled 
heat-flux transducer [9]. This sensor has a flat, cool, approxi­
mately isothermal sensing surface and a small sensing area. 
The transducer used in this test was calibrated to an accuracy of 
3 percent and the transducer output versus input heat flux is 
linear for a uniform input heat flux and has a sensitivity of 27.5 
(Btu/ft2-sec)/mv. (Similar transducers are now available com­
mercially [10].) 

In the test setup the heat-flux transducer was surrounded by 
a water-cooled guard plate, thus providing a cool-plate impinge­
ment plane for the torch flame. The gas torch was attached to a 
two-axis slide vernier, thereby permitting the torch to be moved 
both parallel and perpendicular to the transducer face. The 
transducer output was monitored on a millivolt recorder. 

The test procedure consisted of establishing a water flow rate 
for the transducer and guard shield, setting up a given length of 
primary cone on the torch, adjusting the torch valves for maxi­
mum indicated heat transfer, and moving the torch horizontally 
in increments of 0.05 in. across the face of the sensor. Since 
the transducer has a finite radial sensitivity beyond ±0.025 in. 
of its center, and since the test data are at 0.050-in. increments, 
each datum point is a weighted integration, i.e., on an axial 
point the true axial value will be somewhat different. Each 
reading is an average value taken over a time interval sufficiently 
long to smooth the observed torch fluctuations. For all the test 
conditions except those greater than approximately 200 Btu/ft2-
sec, the transducer sensing surface and guard shield were com­
pletely covered by a film of water condensed from the gas flames, 
insuring a cold-wall temperature considerably less than 200 deg P. 

The data obtained using the Prest-O-Lite torch are presented 
in Fig. 1. Variations in data make it appear that either the 
torch movement perpendicular to the heat-flux transducer was 
slightly off-axis or tha t air currents within the room caused some 
slight movement of the flame. This latter possibility became 
apparent only when flames with, primary cones longer than 0.4 
in. were utilized. In these tests the primary concern was with 
the heat-transfer variations within a 0.2-in-dia area. Fig. 2 
shows the variation in heat-transfer rate within this area. Simi­
lar curves for other diameters can readily be extracted from the 
data shown in Fig. 1. For this particular torch and tip, the 
flattest heat-transfer profile was obtained with a primary cone 
length of about 0.3 in. as shown in Fig. 2. However, under 
these conditions the heat transfer is not adjustable over a wide 
range by merely changing the torch-tip-to-sensor-plane distance 
as noted in Fig. 3. 

The data obtained with the Meco torch are shown in Fig. 4. 
They are of the form normally expected of a torch having a small 
orifice, i.e., a narrow well-defined heat-transfer profile. At the 
tip of the primary cone is a heat-transfer maximum which de­
creases with increasing distance from the primary cone. 
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Fig. 5 shows the data obtained using the National torch. 
Here some apparent anomalies are found; a dip in the heat-
transfer rate occurs beyond the tip of the primary cone. This 
dip is similar to the decrease observed in passing through the 
primary cone. Other investigators [11] have noted similar 
dips in temperature profiles of other gas flames, but no ex­
planation has been presented. The severity of the dip is ap­
parently indicative of the mixture ratio [11], possibly implying 
a non-stoichiometric gas mixture. 

The results of this s tudy show that the heat transfer resulting 
from the Prest-O-Lite torch with a No. 1 tip is relatively uniform 
within a central 0.2-in-dia circle. Further, results show tha t 
although the heat-transfer rates can be varied by adjusting the 
length of the primary cone, the distance from the torch to the 
test article also must be changed in order to maintain a relatively 
flat heat-transfer profile. 
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Thermal and Combined Entry Problems for Laminar 
Flow between Parallel Porous Plates 

JOHN R. DOUGHTY1 and HENRY C. PERKINS, JR.2 

Introduction 

LAMINAR-FLOW porous-wall entrance problems are being 
analytically investigated by the authors for constant- and vari­
able-property flows. Solutions to the hydrodynamic entry 
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problem have been presented in [ l ] . 8 The thermal entry prob­
lem, for constant-property flow with the boundary condition of 
constant- and equal-temperature walls is given in an earlier note 
[2]. This brief presents constant-property solutions for: (1) 
the thermal entry problem for uniform injection and suction 
through the channel walls and (2) the combined thermal and 
hydrodynamic entry problem for uniform injection and suction. 
Both solutions are for the common boundary condition of con­
stant and equal heat flux into the fluid. 

The velocity profiles employed for the constant-heat-flux 
thermal entry problem are completely fully developed including 
the effects of injection or extraction, i.e., the dimensionless ve­
locity profile u/Ub has become invariant with regard to axial 
position. The temperature profile at the entrance to the heated 
section is uniform. Raithby [3], using the approach of Siegel, 
Sparrow, and Hallman [4], has given solutions to this problem. 
We have employed a different method, t ha t of Patankar and 
Spalding [5] as modified by Bankston and McEligot [6], to ob­
tain solutions to the constant-heat-flux thermal entry problem 
and the combined entry problem. The method consists of a 
sequential solution of the continuity, axial-momentum, and 
energy equations at each axial station and is a marching-integra­
tion routine which depends upon the values obtained at the 
previous station. 

Results 
thermal Entry, Constant Wall Heat Flux. The behavior of the 

Nusselt number in the thermal entrance region is given in Fig. 1. 
The Nusselt number is defined on the hydraulic diameter which 
is twice the plate spacing. The behavior is similar to the con­
stant-temperature-wall case given in [2] and is also analogous 
to that of the friction factor in the hydrodynamic entry region 
[1] in that the effect of injection is to reduce friction and heat 
transfer. The Nusselt number for porous plates is higher for 
the constant-heat-flux cases than for the constant-temperature-
wall, cases for the same wall Peclet number. This is similar to 
the usual results for these two boundary conditions for Re„, = 0. 

The criterion for thermal development is taken to be when the 
local Nusselt number is within a certain percentage of the fully 
developed Nusselt number. The thermal entry lengths for cases 
where the Nusselt number is within 1 and 0.1 percent of the fully 
developed value are shown in Fig. 1. The effect of injection is 
to increase the thermal entry length continuously and mono-
tonically, an effect similar to the constant-temperature-wall 
case [2]. All thermal-entry Nusselt-number curves shown in 
Fig. 1 have generally the same shape. The amount of injection 
or extraction determines whether the curves are below or above 
the impermeable-wall case. 

3 Numbers in brackets designate References at end of technical 
brief. 
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Fig. 5 shows the data obtained using the National torch. 
Here some apparent anomalies are found; a dip in the heat-
transfer rate occurs beyond the tip of the primary cone. This 
dip is similar to the decrease observed in passing through the 
primary cone. Other investigators [11] have noted similar 
dips in temperature profiles of other gas flames, but no ex­
planation has been presented. The severity of the dip is ap­
parently indicative of the mixture ratio [11], possibly implying 
a non-stoichiometric gas mixture. 

The results of this s tudy show that the heat transfer resulting 
from the Prest-O-Lite torch with a No. 1 tip is relatively uniform 
within a central 0.2-in-dia circle. Further, results show tha t 
although the heat-transfer rates can be varied by adjusting the 
length of the primary cone, the distance from the torch to the 
test article also must be changed in order to maintain a relatively 
flat heat-transfer profile. 
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Introduction 

LAMINAR-FLOW porous-wall entrance problems are being 
analytically investigated by the authors for constant- and vari­
able-property flows. Solutions to the hydrodynamic entry 
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Fig. 1 Constant-property Nusself numbers for parallel porous plates, 
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problem have been presented in [ l ] . 8 The thermal entry prob­
lem, for constant-property flow with the boundary condition of 
constant- and equal-temperature walls is given in an earlier note 
[2]. This brief presents constant-property solutions for: (1) 
the thermal entry problem for uniform injection and suction 
through the channel walls and (2) the combined thermal and 
hydrodynamic entry problem for uniform injection and suction. 
Both solutions are for the common boundary condition of con­
stant and equal heat flux into the fluid. 

The velocity profiles employed for the constant-heat-flux 
thermal entry problem are completely fully developed including 
the effects of injection or extraction, i.e., the dimensionless ve­
locity profile u/Ub has become invariant with regard to axial 
position. The temperature profile at the entrance to the heated 
section is uniform. Raithby [3], using the approach of Siegel, 
Sparrow, and Hallman [4], has given solutions to this problem. 
We have employed a different method, t ha t of Patankar and 
Spalding [5] as modified by Bankston and McEligot [6], to ob­
tain solutions to the constant-heat-flux thermal entry problem 
and the combined entry problem. The method consists of a 
sequential solution of the continuity, axial-momentum, and 
energy equations at each axial station and is a marching-integra­
tion routine which depends upon the values obtained at the 
previous station. 

Results 
thermal Entry, Constant Wall Heat Flux. The behavior of the 

Nusselt number in the thermal entrance region is given in Fig. 1. 
The Nusselt number is defined on the hydraulic diameter which 
is twice the plate spacing. The behavior is similar to the con­
stant-temperature-wall case given in [2] and is also analogous 
to that of the friction factor in the hydrodynamic entry region 
[1] in that the effect of injection is to reduce friction and heat 
transfer. The Nusselt number for porous plates is higher for 
the constant-heat-flux cases than for the constant-temperature-
wall, cases for the same wall Peclet number. This is similar to 
the usual results for these two boundary conditions for Re„, = 0. 

The criterion for thermal development is taken to be when the 
local Nusselt number is within a certain percentage of the fully 
developed Nusselt number. The thermal entry lengths for cases 
where the Nusselt number is within 1 and 0.1 percent of the fully 
developed value are shown in Fig. 1. The effect of injection is 
to increase the thermal entry length continuously and mono-
tonically, an effect similar to the constant-temperature-wall 
case [2]. All thermal-entry Nusselt-number curves shown in 
Fig. 1 have generally the same shape. The amount of injection 
or extraction determines whether the curves are below or above 
the impermeable-wall case. 

3 Numbers in brackets designate References at end of technical 
brief. 
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With the behavior of entry-region solutions established, it is 
interesting to determine what effect variation of parameters 
such as the injection rate and Prandtl number might have upon 
the Nusselt number. 

Injection causes an increase in the axial gradient of both the 
wall and bulk temperatures over the case for Re„ = 0. This is 
physically proper as the effect of injecting fluid at the local wall 
temperature would be to cause a more rapid increase in the wall 
and bulk temperatures due to the energy input by convection 
assisting the conduction. Opposite effects were found for the 
suction cases. The convected thermal energy removed due to 
suction opposes the conduction such that the wall and bulk 
temperatures increase very slowly as compared to the imperme­
able-wall case. For example, at X+ = 0.01, the difference Tw

+ — 

Tb+ is 0.0585, 0.114, and 0.229 for Rew -20, 0, 20, respectively. 
Fully developed dimensionless temperature profiles for various 
injection and suction rates are given in [7] and are similar in 
form to those of the constant-temperature-wall case given in [2]. 

For a fixed injection rate the effect of increasing the Prandtl 
number and consequently the wall Peclet number is to decrease 
the Nusselt number. Physically, increasing the Prandtl number 
affects the transport of thermal energy by convection. The wall 
Peclet modulus, made up of the product of the wall Reynolds 
number and the Prandtl number, can be transformed into a ratio 
of transverse convection to transverse conduction (pcvV„AT)/ 
(kAT/D). Thus if one desires to decrease the heat transfer to 
a porous-walled channel, one could, for instance, double either 
the Prandtl number by an appropriate change in the working 
fluid or the injection rate without changing the fluid medium 
and achieve essentially the same resultant Nusselt number. 

If the wall Peclet number and wall heat flux are held constant, 
there is practically no variation in the dimensionless temperature 
profile or Nusselt number at a fixed X+ even though there may 
be a wide variation in the wall Reynolds number and Prandt l 
number individually. The small variation in Nusselt number 
is seen in the lower curve of Fig. 1 (Pe„, = 57.6) where the curve 
with the highest injection rate (Re„ = 40) gives the lower Nusselt 
number. Opposite behavior is noted for the suction case where 
for the same wall Peclet number, the higher Nusselt numbers are 
obtained with the higher suction rate. 

Combined Entry Problem. The local Nusselt numbers for the 
constant-wall-heat-flux condition obtained by Hwang and Fan 
[8] for.the impermeable-wall case compare quite well with those 
of the present work. There is excellent overall agreement, 
especially between the numerically obtained value for fully de­
veloped flow, 8.232, and the exact value, 8.235. Previous works 
in which the local Nusselt number for constant-temperature-
wall cases is presented could not be found. The same general 
heat-transfer behavior as is found for the impermeable-wall case 

was noted for both injection and suction, i.e., the effect of the 
uniform velocity at the entrance is to yield a local Nusselt number 
tha t is always higher than if the velocity were parabolic at the 
entrance. Representative results for the constant-temperature-
wall case in [7] indicate the changing velocity profile causes a 
modest increase in the Nusselt number in the extreme first portion 
of the entrance region. Similar behavior is noted for the con-
stant-wall-heat-flux case as shown here in Fig. 2. Once hydro, 
dynamically fully developed flow is attained, usually by the 
point X+ = 0.01, the Nusselt-number curves for the two different 
entry conditions have merged together. 
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the Nusselt number. 

Injection causes an increase in the axial gradient of both the 
wall and bulk temperatures over the case for Re„ = 0. This is 
physically proper as the effect of injecting fluid at the local wall 
temperature would be to cause a more rapid increase in the wall 
and bulk temperatures due to the energy input by convection 
assisting the conduction. Opposite effects were found for the 
suction cases. The convected thermal energy removed due to 
suction opposes the conduction such that the wall and bulk 
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form to those of the constant-temperature-wall case given in [2]. 

For a fixed injection rate the effect of increasing the Prandtl 
number and consequently the wall Peclet number is to decrease 
the Nusselt number. Physically, increasing the Prandtl number 
affects the transport of thermal energy by convection. The wall 
Peclet modulus, made up of the product of the wall Reynolds 
number and the Prandtl number, can be transformed into a ratio 
of transverse convection to transverse conduction (pcvV„AT)/ 
(kAT/D). Thus if one desires to decrease the heat transfer to 
a porous-walled channel, one could, for instance, double either 
the Prandtl number by an appropriate change in the working 
fluid or the injection rate without changing the fluid medium 
and achieve essentially the same resultant Nusselt number. 

If the wall Peclet number and wall heat flux are held constant, 
there is practically no variation in the dimensionless temperature 
profile or Nusselt number at a fixed X+ even though there may 
be a wide variation in the wall Reynolds number and Prandt l 
number individually. The small variation in Nusselt number 
is seen in the lower curve of Fig. 1 (Pe„, = 57.6) where the curve 
with the highest injection rate (Re„ = 40) gives the lower Nusselt 
number. Opposite behavior is noted for the suction case where 
for the same wall Peclet number, the higher Nusselt numbers are 
obtained with the higher suction rate. 

Combined Entry Problem. The local Nusselt numbers for the 
constant-wall-heat-flux condition obtained by Hwang and Fan 
[8] for.the impermeable-wall case compare quite well with those 
of the present work. There is excellent overall agreement, 
especially between the numerically obtained value for fully de­
veloped flow, 8.232, and the exact value, 8.235. Previous works 
in which the local Nusselt number for constant-temperature-
wall cases is presented could not be found. The same general 
heat-transfer behavior as is found for the impermeable-wall case 

was noted for both injection and suction, i.e., the effect of the 
uniform velocity at the entrance is to yield a local Nusselt number 
tha t is always higher than if the velocity were parabolic at the 
entrance. Representative results for the constant-temperature-
wall case in [7] indicate the changing velocity profile causes a 
modest increase in the Nusselt number in the extreme first portion 
of the entrance region. Similar behavior is noted for the con-
stant-wall-heat-flux case as shown here in Fig. 2. Once hydro, 
dynamically fully developed flow is attained, usually by the 
point X+ = 0.01, the Nusselt-number curves for the two different 
entry conditions have merged together. 
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(31. 

ei, ei, es = unit vectors of orthogonal curvilinear coordinate 
system 

p — pressure field 
Ra = Rayleigh number 

T = dimensionless temperature field 
u, w = dimensionless velocity field 

Xt, Xi) = curvilinear coordinate system 
7 = aspect ratio, length of side to depth of layer 
4> = dimensionless temperature field 

Subscript 

cr = critical value 

Superscript 

T = transpose 

Introduction 

ALTHOUGH the linear theory of thermoconvective instability 
of a horizontal fluid layer heated from beneath has been investi­
gated extensively, only recently [1-4]2 has attention been focused 
on the stability of fluids completely confined in vertical cylindrical 
domains with solid impervious boundaries. I t is the purpose 
herein to prove two important properties satisfied by the solu­
tion to the linear stability problem appropriate to such domains, 
to point out some inconsistencies in results previously reported 
in the literature, and to report some new results for a domain 
with rectangular cross section. 

Formulation 

The mathematical characterization of the linear stability 
problem can be cast in the following dimensionless form: 

V% + V R a e/f = Vp (1) 

V-M = 0 (2) 

V-T + V R a e a - u = 0 (3) 

in the domain D and 

u = 0, T = 0 (4) 

on d-D, the boundary of D. Here e3 is a unit vector directed 
along the x?, axis, antiparallel to the gravitational field, and con­
stant in direction; the region D is assumed to be the interior of a 
finite vertical cylinder whose cross-sectional shape is sufficiently 
regular that the variational formulation (5) is well posed. The 
stability problem addresses itself to the determination of the 
smallest possible value of the Rayleigh number, Racr, for which 
nontrivial solutions exist. 

In a completely confined region the mathematical system (1)-
(4) is nonseparable and in each instance [2-4] an alternative 
variational formulation was solved approximately by the Ray-
leigh-Ritz technique. Namely, 

,— = maximum 
V R a c r (w,<t>)eV 

L 2((j>e3-w)dv 

L 
(5) 

{Vw: (Vw)T + V(j)-V(j}}dv 

where V is a linear vector space of sufficiently smooth couples 
(w, 4>) with V-w = 0 in D and w = 0, <j> = 0 on 5D. 

Properties of Solution 

I t is well known that the Rayleigh-Ritz technique is a power­
ful tool for computing values of Rac r since a first-order error in 
the approximate dynamic state leads to a second-order error in 
Ra; on the other hand, the quality of the pointwise Rayleigh-
Ritz approximation to the dynamic state must be carefully 

The following two properties can aid in the assessment 
in certain cases. 

Property 1. The velocity field u appropriate to a bounded 
vertical cylinder of rectangular cross section is three-dimensional. 

Property 2. The critical Rayleigh numer Rac r is a nonincreas-
ing function of the size of the domain D. 

The proof of Property 1 was recently given by Davies-Jones 
[5], and Property 2 is proven by adopting a scheme utilized by 
Garabedian [6]. 

Comparison with Previous Authors 

A perusal of the previously reported results of Davis [4] and 
Catton [2] establishes tha t Properties 1 and 2 are violated in 
both cases. Apparently the violation results from numerical 
error in solving the algebraic eigenvalue problem associated with 
the variational formulation—a possibility already recognized 
by Davis [4] who pointed out his conclusions were correct modulo 
a certain numerical error. On the other hand the results of 
Charlson and Sani [3] are consistent with both properties; in 
fact, Property 2 was used to check the internal consistency of 
the results. 

New Results 

In order to investigate the three-dimensionality of the critical 
dynamic state as well as the error in critical Rayleigh number 
introduced by the finite-roll restriction, the case of a vertical 
cylinder of rectangular cross section was reexamined. The 
Rayleigh-Ritz method was implemented by using the same 
trial functions as Catton [2], and numerical accuracy as well as 
internal consistency of the results were critically scrutinized. 
Some characteristic results are summarized in Table 1. (The 
aspect ratio yt is defined as the ratio of the length of side i 
to the depth of the layer.) The results were judged to be valid 
to at least three significant figures by varying the number of 
trial functions, and the internal consistency of the data was 
checked by comparison with bounds derived from the results of 
Charlson and Sani [3] in conjunction with Property 2. (That 
is, the critical Rayleigh number is bounded from below by the 
critical Rayleigh number of a circular cylinder which just en­
closes it and from above by the critical Rayleigh number of a 
circular cylinder which just fits within the domain.) The values 
of the critical Rayleigh number for fully three-dimensional flow 
are as much as 16 percent lower than the corresponding finite-
roll configuration. Note tha t in the cases 7i = 72 > 2 the per­
cent difference in critical values decreases with increasing aspect 
ratio. This trend is consistent with the well-known result tha t 
two-dimensional roll-cell dynamic state is an exact solution when 
the fluid layer is infinite in lateral extent. The trend reverses 
for aspect ratios below approximately two; this phenomenon was 
also observed by Davies-Jones [5] who attr ibuted it to an in-

Table T Values of Ra,.r for finite rolls and fully three-dimensional flow 

Aspect 
wid th / 
depth 

0.25 
0.50 
0.50 
1.00 
1.00 
1.00 
2.00 
3.00 
2.00 
3.00 
4.00 
5.00 

10.00 

ratios 
length/ 
depth 

1.00 
0.50 
2.00 
1.00 
2.00 
3.00 
2.00 
3.00 
4.00 
3.00 
4.00 
5.00 • 

10.00 

Number* 
of 

rolls 

2 
1 
2 
1 
2 
3 
2 
3 
4 
3 
4 
5 

10 

Critical Rayleig 
finite 
rolls 

76014 
49692 
10877 
7093 
4037 
3541 
2772 
2356 
2215 
2155 
1953 
1860 
1739 

fully 
3-D 

75669 
49510 
10596 
6830 
3779 
3319 
2322 
2105 
2010 
1971 
1861 
1806 
1734 

h numbers 
percent 

differenc 

0.454 
0.366 
2.58 
3.71 
6.39 
6.27 

16.2 
10.7 
9.25 
8.54 
4.71 
2.90 
0.288 

2 Numbers in brackets designate References at end of technical 
brief. 

* Since the transverse component of velocity is small, the fully 
three-dimensional flow pattern closely resembles that for finite rolls. 
Thus the term "rolls" may be applied to both cases. 
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results tabulated in Table 1 may, as pointed out by a reviewer 
be of only academic interest. However, there are results in 
the literature [7, 8] which suggest that such heat losses can be 
minimized to such an extent tha t Table 1 can be used in pre­
dicting the point of manifest convection. 

Finally, it is noteworthy tha t while the linear stability anal. 
ysis predicts the point of onset of convection it is only capable 
of suggesting the detailed structure of the convection at super­
critical states. The latter is in the realm of a nonlinear stability 
analysis. 
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Fig, 2 Projection of velocity field on a horizontal plane (z = 0.25) 

creased inhibition of the transverse flow by boundary-layer 
effects. 

The influence of the transverse component of velocity on the 
velocity field is illustrated in Fig. 1 for two specific cases. The 
broken curves represent "pseudo streamlines" calculated for the 
fully three-dimensional flow pattern by using the projection of 
the velocity field onto an xi = const, plane. The solid curves 
are streamlines calculated for the corresponding finite-roll solu­
tion. 

The major difference is a slight shift in position. This be­
havior is further illustrated in Fig. 2 which displays a projection 
of the fully three-dimensional velocity field onto a horizontal 
plane. The effect of the transverse component of velocity is 
evident only near cell boundaries where the magnitude of the 
velocity field is small. In general, the finite-roll approximation 
is quite good except in a certain range of aspect ratios, 1 < 71, 
72 < 4, for which it appears from the limited number of cases 
investigated tha t the transverse component of velocity can be 
important. Since lateral-heat-loss effects make it difficult to 
experimentally simulate the system for small aspect ratios, the 
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Nomenclature 

a = capillary constant, a = •a=(zy 
g = gravitational constant, cm/sec2 

t = time, sec 
v = velocity, cm/sec 

pv2r 
We = dimensionless Weber number, We = 

(7 

p = density, gram/cc 
Ap = density difference, gram/cc 

<r = surface tension, dyne/cm 

Introduction 
AN EXPLOSIVE vapor formation may occur when molten ma­

terial contacts a cool liquid. This happens when the molten 
fluid is somehow well dispersed in the quench liquid. The heat 
transfer is considerably increased by the high interfacial area 
and the vapor formation consequently proceeds in an explosive 
manner. Vapor explosions occur in the paper industry when 
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results tabulated in Table 1 may, as pointed out by a reviewer 
be of only academic interest. However, there are results in 
the literature [7, 8] which suggest that such heat losses can be 
minimized to such an extent tha t Table 1 can be used in pre­
dicting the point of manifest convection. 

Finally, it is noteworthy tha t while the linear stability anal. 
ysis predicts the point of onset of convection it is only capable 
of suggesting the detailed structure of the convection at super­
critical states. The latter is in the realm of a nonlinear stability 
analysis. 

References 

1 Catton, I., and Edwards, D. E., "Initiation of Thermal Con­
vection in Finite Right Circular Cylinders," AIChE Journal, Vol, 
16, 1970, pp. 594-601. 

2 Catton, I., "Convection in a Closed Rectangular Region: The 
Onset of Motion," JOUBNAL OF HEAT TBANSFEE, TEANS. ASME, 
Series C, Vol. 92, No. 1, Feb. 1970, pp. 186-188. 

3 Charlson, G. S., and Sani, R. L., "Thermoconvective Insta­
bility in a Bounded Cylindrical Fluid Layer," International Journal 
of Heat and Mass Transfer, Vol. 13, 1970, pp. 1479-1496. 

4 Davis, S. H., "Convection in a Box: Linear Theory," Journal 
of Fluid Mechanics, Vol. 30, 1967, pp. 465-478. 

5 Davies-Jones, R. P., "Thermal Convection in an Infinite 
Channel With No-Slip Sidewalls," Journal of Fluid Mechanics, Vol. 
44, 1970, pp. 695-704. 

6 Garabedian, P., Partial Differential Equations, Interscience, 
New York, N. Y., 1964, pp. 400-401. 

7 Mitchell, W. T., and Quinn, J. A., "Thermal Convection in a 
Completely Confined Fluid Layer," AIChE Journal, Vol. 12, 1966, 
pp.1116-1124. 

8 Heitz, W. L., and Westwater, J. W., "Critical Rayleigh Num­
bers for Natural Convection of Water Confined in Square Cells with 
L/D From 0.5 to 8," JOUBNAL OF HEAT TEANSFEB, TEANS. ASME, 
Series C, Vol. 93, No. 2, May 1971, pp. 188-196. 

Y^a .o , Y2=it.o 

V. 

', v 

^ 

] j. 

* 
• * 

>. 
V 

• * . 

•». 

> • 

Jf 

Jt 

.*• 

>. 
V 

V 

N . 

> • 

/«• 
/> 

Z=E: 

\ 
V 

V 

V 

>• 
/ 
/ 
f 

I * 

f * 

i »• 

• ~-

\ -
\ *• 
\ *> 

. " .< • * • 

*-
•»-
-

•*-
*-
-
' — 

• A . 

•*. 
X 

- • 

-* 
* • 

* • 

"" 

v̂. 

H 
X 

**. 

>f 

* 
s 

t 

t 

t 

t 

t 

* 
1 

t 

M 

> 
. * • 

X 

y 

V 

V 

.*-
# 
j r 

" 

•* 
•*. 
-*. 
~* 

_. 
* 
-
• * • 

• * • 

-
+ 

• * 

X 

X 

>̂ 
^ 

* 
Jf 

J , 

Jf 

\ 
\ 
V 

\ 

/ 
/ 
t 

f 

• 

4 

t 

* 

• * . 

\ 
\ 
V 

y 

s 

" 

•*. 
\ 
x 

•*. 

Z Z 3 

Jf 

*• 
j r 

• X 

^ 
*. 
^ 

-*" ' 
* > 
s 

* • 

X 

x • 

* : 

-r-r-,' 

Fig, 2 Projection of velocity field on a horizontal plane (z = 0.25) 

creased inhibition of the transverse flow by boundary-layer 
effects. 

The influence of the transverse component of velocity on the 
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2 Numbers in brackets designate Hcfel'enees at end of technical
brief.

L1pyv
J

= 1'2 L1pg = (V)2 « 1
(J'1' '2,u a

Disintegration, however, was not I.he only phenomcllon oh­
served hy this a,uthOl'. The glohules encapsuled a small drop
of t,he surroullding liquid dtll'ing tIlll eollision wit.h, and thll d(~­

eelemtioll in, the slllTounding fluid at We numl)(~rs abov(~ ahollt
(,he same (:ritica,l value. The encapsuled drops could be oh-

1.92 X

ene. disin t.
0 • hexane
a • toluene

• ether •0 .A

40 :c. 0
,

0
30

a 0

20 - •
[J

• •• a
• o •

We: py2r a •a

(10 • •,;. "..[J [J 0 [J

5

Fig. 2 Water globules encapsuling a drop of hexane (,
10-a m, We = 10, stroboflash 5000 rpm)

2L.-__--L._-J.....L-...l...---l-....l-..L-.I

0.1 0.2 0.3 0.5 0.8

- !..=rVt:,pg
a 20'

Fig. 1 The minimum We number above which bath fluid is encapsuled
(Ween.) and above which a drop disintegrates (We,ii,int) during a collision
with an interface; the We numbers are shown to vary with the dimension­
less drop radius

served in stroboscopic light. Fig~ 2 shows the observed en­
capsuling process. Encapsuled drops were also observed inside
the globules resulting frOID a disintegrated water jet. The
minimum We numbers for disintegration and encapsuling by
collision with an interface were determined for different drop
diameters by measuring the critical height above the bath.
The drop diameter could be varied with the diameter of the
capillary. The critical We number for encapsuling is generally
slightly lower than for disintegration.

Encapsuling Mechanism
The mechanism as derived from the photographs is that the

acceleration of the virtual mass of surrounding fluid [13, 14]
and the stagnation pressure of the surrounding fluid at the front
of the drop decelerate the globule. This decelerated fluid in
the globule moves out sideways [15]. The high forward velocity
of the drop is lost when it has replaced a mass of surrounding

(1)
pv 2r

We = - > 10
(J'

Experimental

:Vletals are no(. trauspareut, a,lld therefore il is impossihle to
directly see allY encapsuled droJls. Water drops in eomhina,tion
Wif,Jl organic fluids were tIlllreforll used in the experimellts in­
stead of molten metal. Globules e:ln sudcleuly be exposed (.0 n
moving fluid, either when drops ell leI' f.Illl liquid from lhe air or
when n high-speed jet, disintegrat.cs io (,Jw liquid. Hinze (:nlcu­
lat.ed that l\. drop suddenly exposed to a moving SIllTollllding
f1nid will disintegrate when the flal.t,ening eauset! by the stagna­
tion presslll'e of the sUIToulUlinll; fluid ex(~eeds u specific vl~luc.
Our nWnSlll'lllllellts wit.h watcr (Irops falling into a bath of hexanc,
to!ullne, or cther arc in agrcement with the critical V:l!tIC of
Hinze, Fip;. 1. ])(,viations ocetll' with large globllles, in whic'h
caSll surfa,ce-tension forecs arc negligible. The eriterion, when
the capillary forees am larger f,J;lLn the gl'ltvitational forces, is

sodlt smelt is dissolved [1-4),2 in the metal industry when molten
steel, aluminum, or lend are dropped in water [!l, 6), a,nd in Ule
nue!ClU' industry when during n,eeidental power excursions of
readors hot molten (:ore material is dispersed in the eoolallt
[7-91.

Witte, Cox, und Bouvier [ul recently h:we p;iven a smvey of
t,he various proposed fragmentation theories:

Entrapment Theory. Liquicl is tmpped between the moJ(,ell metnl
an(l t.he surfnee of tho contniner. The liquid vaporizes and ex­
pilltds rapidly, hlowillg the melt llpnrL. Long [;;1 could in this
wlty ()Xplnill his experiments with molten aluminum beillg poured
in a water t,nnk.

Violent-Boiling Theory. The forces genernt,ed by the transition
from film lo llucleale hoiling of t.he liquid lIlay overcome the
surface tellsioll of the molten mnss !llld tear it apart. [7, 8J.

Weber-Number Theory. The inerl.ial forces exerl.ed Oil the
1l1011ell mass by the c:ooling medium overeome the surface tellsioll
of the glubule if the globule exc:eeds either the critical size or the
c:ritical velocity while in motion through f,he liquid. The globule
is thell split into seveml parts. The c:riticnl dimellsiolliess
number is the Weber llumber:

wit,h p lhe dellsity of the SlllTO\lIHlinp; i111id, v t.he velocit.y, r the
rndius, und u the illterfacial tension. TIillze [10, 11 J determined
Lim!; drops will fmgment at We nlllnbers ahove uhout 10. Gen­
emily, however, the drops are 1101; broken up to sufl'iciellt.ly small
size hy this mecllllllism to explain l.he explosive hea,t transfer
ael-ually ohsfll·ved.

Shelf Theory. Liquid trapped insicll' (.he falliug glolHllc is sud­
dellly vaporized and the rapidly llx].Janding vapor hlows the
glohule apart. B l'Itue 1', C:rello, and i\-lllsier [n] ohsl'rved thc
disintegration of moltcn aluminum alld l(!llli. They did not,
obsllrve any violent hoilillg, bul, thl' drops seemed t·o hc blown
llpa,rt by some iutenmlly gencrated pn$s\\\'c. They hypothc­
siwd (·hat, queneh liquid is forced through n porous solid-metal
shell due to voids formed hy an in(:rease in the interior-metal
density. This increase: ill density coul(1 he caused hy a eooling
of I.he inl,eriOl' molten metal after l;he ouler shell ha,d formed.

Tn the following we will dllscrihll a llllW encnpsulillg mechanism
based on the collision of the p;lohule with lhe sluToulHliug fluid.
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Fig. 3 The schematic encapsuling process of a drop colliding with an 
interface 

fluid about equal to its own mass. The shape is tha t shown in 
Fig. 3(d). This "stat ionary" cup-shaped globule subsequently 
relaxes under influence of the interfacial tension. The sides 
will move inward because of the flat shape, and the rim will move 
forward and the center backward because of the cup shape. The 
combination of these two motions enables the globule to encap-
sule some of the surrounding liquid a t the front of the drop. 
This liquid can be separated from the bulk through coalescence 
of the interface connecting the encapsuled fluid and the bath 
fluid. Soap (teepol) prevents coalescence, and therefore also 
prevents the entrainment of a small drop. This was verified 
experimentally. I t also points to a possible way to prevent 
this type of vapor explosion. A surfactant which makes the 
interface inelastic should be added. The encapsuled drop can 
shatter the globule on evaporation. The fragments will be very 
small and will have high velocities when the globule freezes on 
the outside before the encapsuled liquid is vaporized. The re­
sulting sharp increase in surface area can explain explosive heat 
transfer. 

The proposed process for the disintegration of a large quan­
tity of melt discharged in a quenching liquid is the subsequent 
disintegration through Rayleigh instabilities, first to jets and 
then to globules, followed by the encapsuling by the globules of 
some quench liquid. The time required for this encapsuling 
process is the deceleration time of the globules in the liquid 
added to the subsequent capillary relaxing time [13]. 

*e i 
Peiob 2r f(3pBiob + 2pquench>3 

P quench V 24cr 

'A 
(2) 

Conclusion 

A new fragmentation mechanism is proposed, based on the 
entrapment of quench liquid inside the molten globule caused 
by the collision of the globule with the surrounding liquid. 
This encapsuling mechanism explains the entrapped liquid better 
than the shell theory of Brauer, Green, and Mesler. The collision 
mechanism is supported by the observation of Brauer et al. tha t 
quench liquid was encapsuled in nonfragmenting experiments, 
and tha t the fragmentation of lead and aluminum occurred due 
to an internal vapor pressure, without any sign of violent boiling. 
The encapsuling mechanism also explains the success in prevent­
ing explosions of air or steam jets used to break up the melt 
stream before entering the quench liquid [4]. One would ex­
pect an increase in boiling violence caused by the increased sur­
face area. The explanation can be that the We number of the 
resulting small drops is below the value 10 required for the en­
capsuling process. Encapsuled drops were directly observed 
when water was dropped or jetted into organic liquids at higher 
We numbers. 
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Evaporation from a Semi-infinite Region 
with a Nonvolatile Solute 

K. R. CHUN 1 

Nomenclature 
D = diffusion coefficient 

t — time 
U = constant velocity 
w = concentration of the nonvolatile solute 
y = coordinate normal to the phase boundary 

8C = concentration boundary-layer thickness 

Subscripts 

0 = at the phase boundary 
°o = at infinity 

Introduction 
T H E PROBLEM under consideration is a semi-infinite region of 

uniform concentration with a nonvolatile solute. At time t > 0, 
the solution begins to evaporate at a constant rate at the bound­
ary. An equivalent problem would be condensation at the phase 
boundary of the vapor-gas mixture with a nonoondensable gas. 

The exact solution is obtained for the transient concentration 
profile and compared with an approximate solution by the 
Goodman-type integral method. The results show that the 
approximate method, while satisfactory at short times, overesti­
mates the surface concentration by 50 percent at long times. 

Analysis 
Taking the origin at the liquid-vapor interface (see Fig. 1) the 

liquid solution is viewed as moving to the left at a constant ve­
locity U. The partial differential equation for the concentration 
profile is 

dw dw 

l)t dy 
D 

d2w 

by2 (1) 

with the initial condition 
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fluid about equal to its own mass. The shape is tha t shown in 
Fig. 3(d). This "stat ionary" cup-shaped globule subsequently 
relaxes under influence of the interfacial tension. The sides 
will move inward because of the flat shape, and the rim will move 
forward and the center backward because of the cup shape. The 
combination of these two motions enables the globule to encap-
sule some of the surrounding liquid a t the front of the drop. 
This liquid can be separated from the bulk through coalescence 
of the interface connecting the encapsuled fluid and the bath 
fluid. Soap (teepol) prevents coalescence, and therefore also 
prevents the entrainment of a small drop. This was verified 
experimentally. I t also points to a possible way to prevent 
this type of vapor explosion. A surfactant which makes the 
interface inelastic should be added. The encapsuled drop can 
shatter the globule on evaporation. The fragments will be very 
small and will have high velocities when the globule freezes on 
the outside before the encapsuled liquid is vaporized. The re­
sulting sharp increase in surface area can explain explosive heat 
transfer. 

The proposed process for the disintegration of a large quan­
tity of melt discharged in a quenching liquid is the subsequent 
disintegration through Rayleigh instabilities, first to jets and 
then to globules, followed by the encapsuling by the globules of 
some quench liquid. The time required for this encapsuling 
process is the deceleration time of the globules in the liquid 
added to the subsequent capillary relaxing time [13]. 
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Conclusion 

A new fragmentation mechanism is proposed, based on the 
entrapment of quench liquid inside the molten globule caused 
by the collision of the globule with the surrounding liquid. 
This encapsuling mechanism explains the entrapped liquid better 
than the shell theory of Brauer, Green, and Mesler. The collision 
mechanism is supported by the observation of Brauer et al. tha t 
quench liquid was encapsuled in nonfragmenting experiments, 
and tha t the fragmentation of lead and aluminum occurred due 
to an internal vapor pressure, without any sign of violent boiling. 
The encapsuling mechanism also explains the success in prevent­
ing explosions of air or steam jets used to break up the melt 
stream before entering the quench liquid [4]. One would ex­
pect an increase in boiling violence caused by the increased sur­
face area. The explanation can be that the We number of the 
resulting small drops is below the value 10 required for the en­
capsuling process. Encapsuled drops were directly observed 
when water was dropped or jetted into organic liquids at higher 
We numbers. 
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boundary of the vapor-gas mixture with a nonoondensable gas. 

The exact solution is obtained for the transient concentration 
profile and compared with an approximate solution by the 
Goodman-type integral method. The results show that the 
approximate method, while satisfactory at short times, overesti­
mates the surface concentration by 50 percent at long times. 
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VAPOR 

readily obtained by differentiation of / with respect to Y. The 
final expression for the concentration profile is 

w 1 , 
= H \ - e r f c . .=-

w„ 2 \ \2s/D /Dt 2 ID/ 

( U> U \ E &vic\^/wt + lyi> 
U UH 

— y H 
2D 4D 

(9) 

Defining a new set of variables 
Fig. 1 Coordinate system 

w = w„ at t = 0 for all ; 

and the boundary condition 

dw 

1 \U\ 

Uw„ - D 
by 

0 at y = 0 

(2) 

(3) 

* = I T v' r^W\ 4 7 2y 'D t 

and noting tha t U < 0, equation (9) is rewritten as 

1 w 

w„ 

Using the Laplace transform, the transformed equation (1) is 

d2w U did p wa 

d^~Ddy--D™ = -D ^ h P ™ » (*> 

The general solution is of the form 

+lh+«"(i+') 
+ (1 + 4r2 - 4 ^ ) e - 4 " 1 - erf (— - r) 

+ ^ T e x p [ - ( - 7 + r)2]} 
The surface concentration at rj = 0 becomes 

w = Cie''." + C*er>» + (5) Wo 
= 1 M< (4T 2 + 2) erf r + 4r2 H 7= re" 

2 I V"T 
The roots are 

J7 

D V(ir-5] 
At r <5C 1, the above expression simplifies to 

In order for the solution to be finite at y = °o, Ci = 0 and C2 is 
found by the transformed surface condition 

Wo 

Wc 

i +MfeT )+^ rH i + 2 - 2 6 r 
At T » 1, 

dw 

dy 

U — =* 1 + - {4r2 + 2 + 4r2 

w„ 2 
;4r 2 

(10) 

(11) 

(12) 

(13) 

Equation (5) after some rearranging then becomes 

TT ! V 

Woo W„U -5- -jr tf 
tu = e ^ •" 

exp! ^ > S + p ) 
I t / 1 / [ / 2 \ 

2"a + vsfe + V. V 

(6) 

This concludes the exact solution. Next, the same problem will 
be solved by the integral method and compared with the exact 
solution. 

Assume a profile of the form 

w = a + by + cy2 (14) 

The conditions 
Defining a new set of variables 

tf> 
Y = 

y/D 
s = a + p (7) 

dw 

by D 
Wo 

dw 
the term inside the square bracket of equation (6) after some 
manipulation becomes 

w = u>„ and — = 0 
oy 

at y = 0 

at ?/ = <5C 

£/ |~e 

L(s - a ) 2 V a (s - a ) 2 J 

determine the profile 

(8) 

Calling the first term inside the bracket of (8) £ ( / ) , the second 
term can be written as 

1 d£(f) 
\fa dY 

d 
But — £ ( / ) = £ 

dY KJ1 m for physically reasonable / since £ 

operates only with respect to t. The invei-se transform of £ ( / ) , 
i.e., / , is given in formula 29 of Appendix V of Carslaw and 
Jaeger.2 The inverse transform of £(df/dY), i.e., (df/dY), is 

W \ O •ZU6C / 

w» ~ / U „ \ 

and the conservation of solute 

i wdy = w„ 1 I —- — U ) dt — wm(8e -
Jo Jo V* / 

determines Sc 

- Ut) 

(15) 

3Ut + VgUV + 24Dt (16) 

2 Carslaw, H. S., and Jaeger, J. C , Conduction of Heat in Solids, 
2nd ed., Oxford Press, 1959, p. 496. 
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wo 

1 + 3T 2 - 3r \T2 + ^T 

(17) 

where 

r = M 4 
as before. For small values of r. 

too 1 

Wee 1 - V 6 T 
S 1 + V 6 T = 1 + 2 . 4 5 T (18) 

This result is seen to slightly overestimate the surface concentra­
tion compared with the exact solution, equation (12), where 2.26r 
rather than 2.45r resulted. For r ^> 1, equation (17) yields Wt,/w„ 
— 6T 2 in comparison with 4T 2 of equation (13). This then indi­
cates that the use of the integral method is acceptable for r <5C 1, 
while 50 percent error results for T » 1. 

When the solute becomes saturated at the surface and subse­
quent precipitation of solid phase sets in, the solution presented 
here is no longer valid and the concentration in the liquid phase 
will not rise beyond the saturation value. The imposed condition 
of constant evaporation rate becomes physically impossible as 
soon as a complete sheet of solid phase forms on the surface. 

Forced Heat Transfer over Thin Needles 

JAI PRAKASH NARAIN1 and MAHINDER S. UBEROP 

Nomenclature 

a = size of needle 
c = constant 

Cj = coefficient of friction at wall 
Ei = exponential integral function of order 1 
K = thermal diffusivity 
Pr = Prandtl number, v/K 
R = a/4, curvature parameter [1, 6]3 

r — radial coordinate 
Re,,. = local Reynolds number, u^x/v 

St = Stanton number 
T, Tm = local and free-stream temperatures of fluid 

Tw = wall temperature of needle 
u, u„ = local and free-stream axial-velocity components 

v = radial-velocity component 
x = axial coordinate 
z = transformed independent variable 

5* = displacement thickness [2] 
6 = transformed temperature function 
v = kinematic viscosity 
p = density of fluid 
\p = stream function 
<£ = transformed stream function 
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Superscript 

' = ordinary differentiation with respect to z 

Subscripts 

oo = free-stream value 
a = w, wall conditions 
x = local value 

Introduction 

T H E boundary-layer flow of viscous incompressible fluid flow­
ing axially over a thin paraboloid-of-revolution-shaped needle 
has been considered by Mark [ l ] , 3 Lee [2], and Miller [3]. Jafe 
and Okamura [4] considered the effect of transverse curvature 
on the incompressible laminar boundary layer for longitudinal 
flow over a cylinder. Cebeci, Na, and Mosinskis [5] have ex­
tended Mark's [1] results to compressible, forced heat-transfer 
flows. This analysis was primarily intended to present a set of 
numerical solutions of simplified Lee's [2] similarity equations 
and was further extended to cover the problem of forced heat 
transfer over such needles. Recently Tarn [6] has proved the 
existence of such solutions by considering the asymptotic nature 
of the similarity equations. 

Basic Equations 

A needle is assumed " th in" when its thickness is smaller than or 
comparable to that of the boundary layer over it [2]. Neglecting 
pressure variations along the needle and retaining the effect of 
transverse curvature [2, 4], the steady, viscous, incompressible 
boundary-layer equations are 

b(ru) b(rv) 

bx br 

du du 

u + v 
dx or 

I d2« 1 bu\ 

\ dr2 r br / 

(1) 

bT bT 
u + v 

bx br 

K 
/ b*T J_ bT\ 

\ br2 r br ) 

Introducing an axisymmetric stream function \p, we use the fol­
lowing transformations: 

^ = vx<$>{z), T - Ta = {Tw - Ta)d(z) 

The equations (1) have similarity form 

(#")' + 'hW = 0 
and 

{zd'Y + V2P1' 4>d' = 0 

(2) 

(3) 

(4) 

The surface of a paraboloid of revolution corresponding to z — a 
refers to the wall of the needle. Equation (3) is a modified ver­
sion of Lee's [2] equation, which incidentally could be obtained 
from the similarity equation in [3-6] with the proper trans­
formations. The no-slip conditions at the wall and isothermal 
wall conditions give the following boundary conditions on the 
surface z = a: 

4>(a) = <t>'(a) = 0 and 6(a) = 1 (5) 

The free-stream conditions are the following: 

0 ' (co) = 1/2 and 0(co) = 0 as x ^ - co (6) 

We define the skin-friction coefficient and Stanton number by 
the following expressions: 

3 Numbers in brackets designate References at end of technical 
brief. 
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pv 
C, = (£). 

lhpua 
= 8s/a(l)"(.a)nex~

1/ (7) 

and 

St = - -
( r „ - r j R e J P r 

= - 2 V a ^ ' ( « ) R e a i '
- V 2 P r " - 1 (8) 

Results and Discussion 
The similarity equations (3) and (4) with boundary conditions 

(5) were integrated using "shooting" methods until free-stream 
conditions (6) were identically satisfied. The upper par t of 
Fig. 1 showing axial-velocity profiles 4>'(z) = u/2u„ for various 
values of needle size agrees with Lee's [2] observation tha t the 
boundary-layer thickness increases very slowly with progressively 
increasing needle size. We found that skin-friction coefficients 
in two computations agree quite well. Table 1 further compares 
the values of Cf(RexY^ obtained in the present computation and 
those obtained by using Mark's [1] formula 

C,(Re,) •A = 
{R)lh 

2.210 

.In [1/Rc] {ln(l/Rc)}\ 
(9) 

where In c = 0.5772 and R = a /4. As observed previously [ 1 -
3, 5], the skin-friction coefficient increases with decreasing size 
of the needles and is independent of Prandtl number. The 
values of 4>"{a) shown in Table 1 are well within the bounds given 
by Tarn [6] as 

0 < #"(d) < e(l + 1/R) (10a) 

The bound for 8'(a) given by Tarn [6] is in error due to mistake13 

in his energy-equation transformations. The correct limits 
could be obtained as 

ftSi(Pr R) 
< 6'{a) < 0 (106) 

and 

-Pr < d'(a) < 0 as Pr B — oo 

Our numerical results are well within the above asymptotic 
bounds. The maximum size of the needle is determined by the 
condition tha t 8*/a > 1. For a needle of size a = 10_ 1 , this 
ratio is around 6; hence we limit the thickness of needles below 
a = 10"1. 

For a given, size of the needle, the heat-transfer behavior is 
similar to that in the case of flat plates [7]. The middle part of 
Fig. 1 confirms this observation, where the variation of excess 

0.0 ID 20 30 40 50 SO 7.0 aO SO 100 110 120 

(a) z 

1.0 20 30 40 50 60 7.0 80 90 100 110 

(b) z 

Table 1 

a 
io-i 
lO"2 

10"3 

10 ~4 

4>"(a) 

1.28883 
8.49244 

62.16372 
487.10152 

Local skin-friction coefficient over thin needle 

Cf(Rexy/* 
Present computation Mark's equation 

3.20 3.120 
6.80 6.848 

15.60 15.70 
38.9681 39.116 

Fig. 1(a) -The axial velocity function <f>' = u/2vm for various needle 
sizes; (b) the transformed temperature variable 9 for a = 1 0 - 1 and various 
Prandtl numbers; (c) the transformed temperature 6 for Pr = 1 and various 
needle sizes 

Table 2 Effect of needle size and Prandtl number on heat transfer 

Needle 
size 
Pr 

0.020 
0.733 
1.0 
5.0 

25.0 
125.0 

St (Re*)'/: 

47.0 
2.10 
1.60 
0.444 
0.126 
0.039 

10"1 

2 St 
Cf 

28.90 
1.290 
1.00 
0.272 
0.0776 
0.0224 

St (Re,,)'/. 

112.92 
4.44 
3.40 
0.860 
0.226 

1 0 - 2 

2J3t 
C, 

33.25 
1.310 
1.00 
0.254 
0.0620 

St (Re^ 'A 

291.0 
10.40 

7. 

10~3 

2 St 
C, 

37.05 
1.30 
1.0 

1.89 0.240 
0.469 0.0596 

a = lO"4 

2 S t 
St (Re^ 'A Cf 

776.64 39.80 
25.90 1.33 
19.48 1.0 
4.52 0.2324 
1.055 0.0542 

0.0625 0.0184 0.120 0.01530 0.260 0.01340 
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temperature 0 across the boundary layer for various values of 
Prandtl numbers and for a = 10""1 has been shown. The lower 
part of Fig. 1 shows the effect of needle size on temperature 
variation for a constant Pr = 1. The rate of heat transfer in­
creases with decreasing needle size; however, the thermal bound­
ary layer decreases very slowly with it. The values of St(Rea;)

1 '2 

shown in Table 2 increase (i) with decreasing needle size at a 
given Prandtl number [5], and (ii) with decreasing values of 
Prandtl number at a given size of the needle. Furthermore, the 
values of 2 St/Cf shown in Table 2 are related to the Prandtl 
number, within 35 percent error in the range of needle size 
being considered, by 

2St/Cf = P i - (11) 
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Turbulent-Boundary-Layer Measurements along a 
Supersonic Nozzle with and without Wall Cooling1 

LLOYD H. BACK2 and ROBERT F. CUFFEL3 

I n t r o d u c t i o n 

T H E PURPOSE of this note is to present boundary-layer mea­
surements along a slightly heated axisymmetric nozzle (wall-to-
stagnation-temperature ratio, Tm/Tt0 ~ 1.1) and to compare the 
results to semi-empirical analyses and to those results previously 
obtained [ l ] 4 with wall cooling (TJTa ~ 0.5). The heated-
wall conditions were obtained by using ambient-temperature air 
at a stagnation pressure of 150 psia and circulating heated 
water through the coolant passages of a conical nozzle which 
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had 10 deg half-angles of convergence and divergence (Fig. 1). 
Data are also shown at intermediate values of Tw/Tto and at 
lower stagnation pressures to indicate the trends better (Fig. 2). 
A description of the apparatus, measurements, analyses, nomen­
clature, and cooled-wall results appears in [1]. 

Results 
The free-stream-Mach-number distribution (Fig. 1), deter­

mined primarily by the nozzle shape, was essentially the same for 
either thermal boundary condition and was nearly that for a 
one-dimensional flow because of the gradual contour of the nozzle, 
except in the inlet section where the measured pressure rise was" 
probably sufficient to separate the inner portion of the boundary 
layer with reattachment occurring before the beginning of the 
conical section (z = 0.5 in.), and at z = 15 in. where weak,com­
pressive waves which originated downstream of the throat in 
the vicinity of the circular-arc-conical-section tangency (z = 
10.53 in.) produced a small change in the free-stream Mach 
number. 

The momentum defect (Fig. 1) was less with a small amount 
of wall heating than it was with wall cooling, partly because of 
the lower stagnation temperature and thus higher unit Reynolds 
number tha t governed the turbulent-boundaiy-layer growth 
along the heated circular tube preceding the nozzle, but also be­
cause of the combined effects of wall heating and acceleration as 
determined by the momentum balance 

'L 
dx 

(rp,u„'S) r — 8* + rrw dx 
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wall conditions were obtained by using ambient-temperature air 
at a stagnation pressure of 150 psia and circulating heated 
water through the coolant passages of a conical nozzle which 

1 This work presents the results of one phase of research carried out 
in the Propulsion Research and Advanced Concepts Section of the 
Jet Propulsion Laboratory, California Institute of Technology, under 
Contract No. NAS7-100 sponsored by the National Aeronautics and 
Space Administration. 

2 Member, Technical Staff, Jet Propulsion Laboratory, California 
Institute of Technology, Pasadena, Calif. Mem. ASME. 

3 Member, Technical Staff, Jet Propulsion Laboratory, California 
Institute of Technology, Pasadena, Calif. Assoc. Mem. ASME. 

4 Numbers in brackets designate References at end of technical 
brief. 

Contributed by the Heat Transfer Division of T H E AMERICAN 
SOCIETY OP MECHANICAL ENGINEERS. Manuscript received by the 
Heat Transfer Division November 5, 1971. 

had 10 deg half-angles of convergence and divergence (Fig. 1). 
Data are also shown at intermediate values of Tw/Tto and at 
lower stagnation pressures to indicate the trends better (Fig. 2). 
A description of the apparatus, measurements, analyses, nomen­
clature, and cooled-wall results appears in [1]. 

Results 
The free-stream-Mach-number distribution (Fig. 1), deter­

mined primarily by the nozzle shape, was essentially the same for 
either thermal boundary condition and was nearly that for a 
one-dimensional flow because of the gradual contour of the nozzle, 
except in the inlet section where the measured pressure rise was" 
probably sufficient to separate the inner portion of the boundary 
layer with reattachment occurring before the beginning of the 
conical section (z = 0.5 in.), and at z = 15 in. where weak,com­
pressive waves which originated downstream of the throat in 
the vicinity of the circular-arc-conical-section tangency (z = 
10.53 in.) produced a small change in the free-stream Mach 
number. 

The momentum defect (Fig. 1) was less with a small amount 
of wall heating than it was with wall cooling, partly because of 
the lower stagnation temperature and thus higher unit Reynolds 
number tha t governed the turbulent-boundaiy-layer growth 
along the heated circular tube preceding the nozzle, but also be­
cause of the combined effects of wall heating and acceleration as 
determined by the momentum balance 

'L 
dx 

(rp,u„'S) r — 8* + rrw dx 
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Fig. 2 Friction coefficients 

The displacement thickness (Fig. 1) remained positive with wall 
heating rather than becoming negative as it did with the com­
bined effects of wall cooling and acceleration. 

The friction coefficient (Fig. 2) was found to exceed values for 
nonaceelerating flow, to decrease with wall heating, and to de­
crease because of compressibility. Existing formulations based 
on nonaceelerating flows [2, 3] underestimated the friction co­
efficient along the nozzle (Fig. 2). 

Predicted momentum and displacement thickness from an 
integral analysis formulated previously [4] and from a solution 
of the differential form of the boundary-layer equations [5] were 
generally found to be in relatively good agreement with the data 
(Fig. 1). This occurred for the integral analysis in spite of the 
much lower predicted friction coefficients with wall cooling, al­
though the agreement in the friction coefficient was somewhat 
better with a small amount of wall heating (Fig. 1). Predicted 
friction coefficients by Cebeci [5] agreed fairly well with the 
data with a small amount of wall heating. However, with wall 
cooling the predicted friction coefficient [5] became too large 
along the divergent section where the combined effects of wall 
cooling and compressibility became important [1]. 

With a small amount of wall heating the friction coefficient 
could be inferred from the constant-property von Karman pro-
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Fig. 3 Velocity profiles 

file (Fig. 3) in the low-speed region upstream and along the co-
vergent section of the nozzle. Near the end of the nozzle the 
boundary-layer measurements extended into the sublayer so 
tha t the friction coefficient could be estimated directly for either 
thermal boundary condition. 

The velocity profiles on a u+, y+ basis (Fig. 3) indicate the in­
fluence of the thermal boundary condition. To establish a 
reference basis, predicted profiles from mixing-length theory 
[6] and Coles' transformation theory [3] are shown. These 
profiles depend upon a cooling or heating parameter /3 and a 
frictional heating parameter a [1]. The influence of wall cooling 
is to shift the velocity profiles upward in the same direction as 
indicated by the reference profiles, both upstream and along the 
nozzle. Agreement in magnitude is found with this shift in the 
convergent section, but not near the nozzle exit where the pre­
dicted profiles are reduced because of frictional heating. There 
is fairly good agreement between the measured and predicted 
velocity profiles of Cebeci with a small amount of wall heating, 
and this is consistent with the agreement in the friction coeffi­
cient (Fig. 1). 
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Response of Finite-Thickness Gardon 
Heat-Flux Sensors 

ROBERT H. KIRCHHOFF1 

The temperature-time response of a Gardon heat-flux sensor of 
finite thickness has been calculated by the integral-transform tech­
nique. Through the introduction of the aspect ratio, results are pre­
sented which characterize the response of a finite-thickness probe 
compared to a probe of zero thickness. 

Introduction 
IN PREVIOUS work [1, 2]2 on the Gardon heat-flux sensor, the 

effect of the finite thickness of the foil on the temperature-time 
response has been neglected. Gardon's original laboratory 
probes ranged from 0.00025 to 0.0025 cm thick. In order to de­
sign a thicker probe for a more robust environment, it is neces­
sary to know the effect of the finite probe thickness L on the 
temperature-time response of the probe. I t is the purpose of 
this note to present such an analysis. Fig. 1 is a cross-sectional 
sketch of the sensor under study. Heat flux q incident on the 
front face of the foil creates a temperature difference between the 
foil center and the constant-temperature heat sink at the foil 
edge. This temperature difference can be related to the incident 
heat flux q by measuring the emf between the copper wire and 
copper heat sink. 

Theoretical Analysis 

Assuming constant foil conductivity k and diffusivity a, 
neglecting any effect of the central wire and neglecting any 
losses, the analysis of the temperature-time response of the foil 
in Fig. 1 can be reduced to the following two-dimensional un­
steady heat-conduction problem. The equation for the tempera­
ture T is 

RADIANT HEAT FLUX 

WT 1 Z>T_ m^ _ 1 dT^ 

dr2 r dr dz2 a dt 
(1) 

where a. is the thermal diffusivity of the constantan foil. The 
boundary conditions are 

bT 

~dz~ 
q/k; 

~dz~ 
= 0 

and 
(2) 

JT(Z, 6, 0 = 0 for all* > 0 

The insulated back face condition is the most reasonable one for 
the design of a probe. The initial condition is 

T(z, r, 0) = 0 (3) 

Applying the Fourier transform and the Hankel transform to 
equation (1) and using the kernels and eigenvalues appropriate 
to the boundary conditions, equation (2), as set forth in [3], the 
solution may be written as 

+ 4 E E (-i)» 
n=1m=1 

cos (nirZ) J0(l3mR) 

&» 7l(j3„) 
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where the following nomenclature has been used: 

T* = kTL/qb\ F0 = at/b\ B = r/b, Z = z/L 

Jo and Ji are Bessel functions of order 0 and 1 respectively, /3ro de­
notes the zeros of / 0 , and m and n are integers. 

Equation (4) is one of the interesting cases which sometimes 
arise when problems are solved by the integral-transform tech­
nique. The boundary condition at Z = L cannot be checked by 
termwise differentiation of equation (4). The difficulty is that 
the function represented by the Fourier series of equation (4) 
does not meet the conditions for the differentiability of its Fourier 
series [4]. In general, this function is not known a priori; if it 
were, the problem would already be solved. Equation (4) has 
been found to agree with the previously known solutions for a 
thin probe b/L —*• <» for all time t and for a probe of finite b/L 
in the steady state. This agreement is taken as sufficient evi­
dence to accept equation (4) as the solution. 

Of interest in the design of a Gardon probe is the relationship 
between the measured temperature difference, the incident heat 
flux, and the probe geometry. These quantities are related in a 
dimensionless form and are plotted as 4T*(0, 0, t) versus F0 and 
b/L in Fig. 2. For all values of b/L > 100 the solution was in­
distinguishable with the solution of Ash [2] for b/L -*• co. The 
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Fig. 3 Probe response characteristic 4 T * ( 0 , 0 , <») versus b/L 

Table 1 and equation (14) 
internal energy generation per unit volume and time 
surface oonveotive heat-transfer coefficient 
thermal conductivity of slab 
width of the slab 
1 for slab, 2 for cylinder, 3 for sphere 
HL'/kTo, HR*/kT0 

radial coordinate 
radius of cylinder or sphere 
absolute temperature 
spatial coordinate 
defined in equation (9) 
temperature coefficient of internal energy generation 
emissivity of the surface ij = 1 
x/L or r/R 
T/T, 
Stephan-Boltzmann constant 

response time r to steady state, Fo > 1, can be seen in Fig. 2 to be 
independent of b/L and have the value T = b2/a. Thus probes 
of appreciable thickness can be used without any loss in response 
time. 

The heat flux q is calculated from the dimensionless quanti ty 
4r*(0 , 0, » ) plotted in Fig. 3 as a function of b/L. For all 
probes with b/L > 100 the quantity 4r*(0 , 0, co) can be taken 
as unity. For probes thicker than b/L = 100 the incident heat 
flux q should be calculated using Fig. 3. 

Conclusion 

The results of this study provide more flexibility in the design 
of a Gardon heat-flux sensor than was heretofore available. In­
stead of making the probe as thin as possible and assuming tha t 
the infinitely thin solution was valid, this study has introduced 
.the aspect ratio b/L and provided the probe response charac­
teristics as functions of this parameter. 
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Subscripts 

s = at location of radiating or convecting surface ij = 1 
0 = ambient condition 

TRANSIENT solutions for slabs, cylinders, and spheres with in­
ternal energy generation and convective boundary conditions are 
well known [1] .2 An approximate transient solution for the 
combined boundary condition of heat transfer by both convection 
and radiation into black isothermal surroundings has been dis­
cussed by Zyszkowski [2] using Biot's variational method. In 
this brief, the exact steady-state sohition for the combined bound­
ary condition is presented. Internal energy generation is as­
sumed to be a linear function of temperature. Uniform energy 
generation is included as a special case. 

The convective heat-transfer coefficient h and the emissivity e 
are uniform on the surface located at ij = 1. The surface ij = 0 
has a zero temperature derivative. The nondimensionalized 
steady-state equations for the problem with the radiation and 
convection boundary conditions and constant thermal conduc­
tivity are 

dT 

1) 7 - + i?Q[l + bT] = 0 
an 

dT 
— = 0 at 17 = 0 
an 

0 i) < 1 (1) 

(2) 

= # ( T 4 - 1) + S ( T - 1) at t) = 1 (3) 
at] 

Radiation and Convection Heat Transfer from an 
Internally Heated Slab, Cylinder, or Sphere 
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Nomenclature 

b = aT0 

B = hL/k, hR/k, Biot number 
C = Table 1 and equation (13) 
E = eo-LT0

3/k, eaRT0
3/k 
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Here N equals one for the slab, two for the infinitely long cylin­
der, and three for the sphere. The solutions of these equations 
are, 

for the slab, N = 1 

= (1 + 6TS) cos (WQb) _ 1 

b cos \ /<3 0 ° 

for the infinitely long cylinder, N = 2 

b JoiVQb) b 

for the sphere, N = 3 

T 
(1 + bT„) sin (WQb) 1 

bn sin s/Qb b 

where in equations (4), (5), and (6) T„ is the solution of 

(4) 

(5) 

(6) 

2 Numbers in brackets designate References at end of technical 
brief. 
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Table 1 Expressions for C and F of equation (7) 

C F 

B _ VQb tan VQb 
E E 

2 - - ^ - J^W) 
E E Jo(VQb) 

1 + I + TT tan (Vm 

. , B VQb JAVQb) 
+ E+ bE Jo(VQb) 

g B VQb cot (VQb) - 1 1 

E E 
B _ (VQb cot (VQb) 

+ E bE 
1) 

Ts" + CT„ = F (V) 

The quantities C and F are given in Table 1 for each of the three 
geometries. The solutions for Ts as a function of C and F are 
given in Fig. 1 and can be calculated from Cardano's formulae [3], 
which are as follows: 

Ts = - ( z / 2 ) ' / * + [(F + z2)1/' - z/2]'/2 

where z is given by 

re2 r/c2Y 

(8) 

+ 
El 
27 

(9) 

The line C = 0 is the limiting value for pure radiation with no 
convection and is given by 

Ts = (F)1^ (10) 

The dashed extensions of the family of C curves are the solu­
tions for pure convection with no radiation and are given by 

F/C (11) 

The broken lines labeled 1% and 5% delimit the region below 
which the error in Ts is less than 1% and 5%, respectively, when 
Ts is calculated by equation (11) rather than by equations (8) and 
(9). 

For the case of b = 0, that is, for uniform internal heat genera­
tion, the solution simplifies for all three values of N to 

T = T» + 2lv [1 - "2] 

C = 
E 

B Q N 
F = 1 + - + y±~ 

E E 

(12) 

(13) 

(14) 

The solutions presented in equations (12), (13), and (14) agree 
with the asymptotic solutions for time approaching infinity as 
given by Zyszkowski. 

Interfacial Shear Stress in 
Annular-Mist Condensing Flow 
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O N E COMMON flow pattern in two-phase systems is the confined 
concurrent flow of a vapor and a liquid in a circular duct where a 
portion of the liquid flows in a low-velocity annular film in con­
tact with the duct wall while the remainder of the liquid flows as 
entrained particles in a relatively high-velocity gaseous core. 
For single-component fluids which wet the duct wall, cooling at 
the duct wall will cause the vapor to condense, and the thickness 
of the wavy annular liquid film will increase. In systems of this 
type, the predictions of pressure drop and heat-transfer coef­
ficients are of primary concern and depend on both the wall and 
interfacial shear stresses. Analytical predictions of these shear 
stresses are complicated, since the interaction of the slow-moving 
liquid film and the high-speed vapor core results in interfacial 
wave characteristics which are not well understood. Qualita­
tively what occurs is the development of a turbulent liquid layer 
which has random waves traveling along the vapor-liquid inter­
face. At sufficiently high vapor velocities, the vapor core will be 
turbulent also. The interaction between the vapor core and 
liquid layer, in addition to creating the interfacial waves, will 
shear off the top of the waves, thus causing some of the liquid to 
flow in the core as entrained liquid particles. A recent paper by 
Pogson et al. [ I ] 3 describes this entrainment situation in some 
detail. 

The prediction of the interfacial shear stress is therefore quite 
dependent on the entrainment momentum transfer. I t is also 
quite dependent upon the particular model used to define the 
liquid-vapor interface. Inasmuch as these problems are still not 
well modeled, empirical means must be resorted to. An empirical 
correlation for the interfacial shear stress in the two-phase annu­
lar-mist flow of condensing steam is presented in this note. The 
correlation is intended for use with flow models which assume a 
time-averaged annular liquid film with a smooth liquid-vapor 
interface. 
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There is very little information, either experimental or ana­
lytical, available on the shear stress at the liquid-vapor interface 
of a turbulent two-phase system. A number of investigators 
have assumed tha t the slow-moving, wavy-annular liquid layer 
may be treated, insofar as the vapor is concerned, as a rough 
cylindrical solid boundary. The interfacial shear stress is then 
correlated with the vapor kinetic energy and a roughness pa­
rameter associated with the wave dimensions. This method has 
the obvious drawback tha t the literature is also lacking in the 
area of interfacial wave characteristics in two-phase annular 
systems. Also, an analysis for shear stress which may be valid 
for turbulent flow in the vicinity of a solid boundary should not 
be expected to hold for turbulent flow in the vicinity of a vapor-
liquid interface. This is because the liquid, although essentially 
incompressible, is a fluid which can transmit shear through tur­
bulent fluctuations, while a solid cannot, due to the no-slip con­
dition at the gas-solid interface. 

Levy [2] has developed a widely accepted correlation for inter­
facial shear stress based on experimental data taken for the 
adiabatic flow of water or alcohol and argon or nitrogen flowing 
annularly. Goss [3] compared the experimental data for con-
densing-steam flows taken by Hilding [4] to Levy's correlation. 
Levy's correlation predicted higher interfacial shear stresses in 
general; however, the same trend was present. In their note, 
Linehan et al. [5] discuss the models for evaluating the inter­
facial shear stress during annular-film condensation. They 
demonstrate the necessity for including the effect of mass transfer 
on the interfacial shear and conclude that a model including this 
effect must be used to accurately predict pressure drop, and 
therefore heat-transfer coefficients. 

The correlation presented in this note is based on values of in­
terfacial shear stress reported by Hilding [4] which were derived 
from experimental data for high-velocity condensing steam (en­
trance velocities in excess of 600 fps) flowing in a horizontal co­
axial-tube condenser. To the authors' knowledge, these are the 
only values of interfacial shear stress presented in the literature 
for single-component, two-phase annular-mist condensing flow. 
I t was found that when the quantity (1 + 7 7 0 / T „ ) was plotted 
versus the dynamic quality (6, the ratio of vapor flow rate to total 
flow rate) as shown in Fig. 1, a useful correlation resulted. 

The following expressions correlate the data very well for dy­
namic qualities between 10 and 95 percent: 

for 1.0 > 6 > 0.745 

1 + T,6/TW = 2.0 00-689 

(1) 
for 0.745 > 6 > 0.1 

1 + T J 0 / T „ = 1.735 0"-111 

The above expressions are solved for the interfacial shear stress 
Tj as a function of the wall shear stress r „ and dynamic quality as: 

for 1.0 > e > 0.745 

TT = ~ (2.0 fl0-™ - 1) 
a 

(2) 
for 0.745 > 6 > 0.1 

Tj = ~ (1.735 0"-1" - 1) 
0 

I t is seen from the above expressions that for low dynamic quali­
ties (thick annular films) the interfacial shear stress may be 
several times larger than the corresponding wall shear stress. 
Also, it is noted that as the dynamic quality approaches 100 per­
cent (no liquid present), the interfacial shear stress assumes the 
correct value equal to the wall shear stress. I t should not be 
suprising tha t the dynamic quality is useful in correlating the 
interfacial shear stress. Goodykoontz and Brown -[6] found that 
local heat-transfer coefficients for high-vapor-velocity condensing 
steam and Freon-113 correlated reasonably well with the vapor 
flow rate. The interfacial shear, which is related to interfacial 
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Fig. T Interfacial-shoar-stress correlation 

momentum transfer, and the liquid-film heat-transfer coefficient, 
which is related to the interfacial energy transfer, should exhibit 
similar characteristics. 

The local interfacial shear stress (i.e., at any quality) predicted 
by the correlation presented in this note is a function of local wall 
shear stress. Before a numerical value of the interfacial shear 
stress can be obtained, the wall shear stress must be determined. 
Wall shear stresses for use in predicting two-phase annular-mist 
flows have been determined in several ways by various investiga­
tors. These range from semiempirical correlations to superficial 
friction factors similar to the well-known Blasius friction factor 
for single-phase flow. Unfortunately, very few correlations exist 
which were developed for high-speed condensing flows. The 
wall-shear-stress correlation of Kammula [7] was found to work 
well with the interfacial-shear-stress correlation presented here. 
In Kammula's correlation the equations normally used to predict 
the velocity distributions and eddy viscosities in single-phase 
flow are adapted to fit condensing annular-mist flows with high 
interfacial drag by including a term which accounts for the inter­
facial shear stress and mass transfer. An input to this correla­
tion is the ratio of interfacial to wall shear stress (TJ/T^) which is 
obtained from equation (1). Once the wall shear stress is ob­
tained iteratively from Kammula's correlation, the interfacial 
shear stress is determined from equation (2). Berry [8] used the 
above technique in an integral analysis of two-phase annular-
mist condensing flows to compare with several sets [4, 9, 10] of ex­
perimental data. The pressure drop predicted by the analytical 
model is quite sensitive to the value of the interfacial shear. 
However, use of the interfacial-shear correlation presented in this 
note resulted in the accurate prediction of the condenser length 
necessary for complete condensation and, with a reasonable de­
gree of accuracy, the dynamic quality, heat-transfer characteris­
tics, and axial static-pressure distribution. 

In conclusion, an empirical interfacial-shear-stress correlation 
for high-vapor-velocity, two-phase annular-mist condensing flows 
is presented. The correlation has been used successfully in 
analyzing high-performance tube condensers. Further refine­
ment is necessary to extend the range of applicability to fluids 
other than water by including surface-tension and viscosity-varia­
tion effects. 
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The Vapor Shear Boundary Condition for 
Laminar Film Condensation1 

V. SOUTH III2 and V. E. DENNY3 
Fig. 1 Comparison of dimensionless shear correlation with numerical 
results of Hartnett and Eckert [6] 

Nomenclature 

C/x = local shear-stress coefficient = T„/0.5pMe
2 

Rej. = Reynolds number = uex/v 
u, v = x, y velocity components, respectively 
x, y = streamwise and normal coordinates, respectively 

v = kinematic viscosity 
p = density 
T — shear stress 

Subscripts 

o = asymptotic value 
d = dry-wall value 
e = at outer edge of vapor boundary layer 
i = at liquid-vapor interface 

ONE OF the more difficult problems in the analysis of film con­
densation is the specification of the appropriate boundary condi­
tion at the liquid-vapor interface. Here, the vapor flow is char­
acterized by a relatively high velocity toward the interface and a 
velocity gradient due to vapor drag on the liquid film. The mag­
nitude of the velocity gradient depends upon the degree of forced 
vapor flow and the interfacial velocity of the liquid film in both the 
normal direction and in the direction of flow. In the liquid-film 
analysis, where the Nusselt assumptions are commonly invoked, 
it is only necessary to obtain the interfacial shear (velocity 
gradient) from the vapor-side problem to obtain a solution to the 
liquid-side problem and hence the condensation and heat-transfer 
rates [1] .* The purpose of this note, then, is to present a simple 
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Fig. 2 Comparison of dimensionless shear correlation with numerical 
results for laminar film condensation down a vertical flat plate and a 
horizontal cylinder 

expression for predicting the interfacial shear. 
The expression for asymptotic shear, which applies in the limit 

of strong suction (regardless of pressure gradient), has been used 
with some success in predicting condensation heat transfer [1, 2]. 
This is the well-known relationship 

ra = pvt(ue — u{) 

For a flat plate, it has been determined [3] that this expression is 
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ONE OF the more difficult problems in the analysis of film con­
densation is the specification of the appropriate boundary condi­
tion at the liquid-vapor interface. Here, the vapor flow is char­
acterized by a relatively high velocity toward the interface and a 
velocity gradient due to vapor drag on the liquid film. The mag­
nitude of the velocity gradient depends upon the degree of forced 
vapor flow and the interfacial velocity of the liquid film in both the 
normal direction and in the direction of flow. In the liquid-film 
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expression for predicting the interfacial shear. 
The expression for asymptotic shear, which applies in the limit 

of strong suction (regardless of pressure gradient), has been used 
with some success in predicting condensation heat transfer [1, 2]. 
This is the well-known relationship 

ra = pvt(ue — u{) 

For a flat plate, it has been determined [3] that this expression is 
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accurate for values of the suction parameter, (vi/ue)(Re1.''
/2), 

less than —2.0. ° This is verified in both Pigs. 1 and 2. How­
ever, for plane stagnation-point flow, Pigs. 1 and 2 show a con­
siderable discrepancy between actual and asymptotic shear for 
values of the suction parameter well below — 2.0. And, of course, 
as the suction parameter approaches zero (small condensation 
rates), the asymptotic expression gives way to the dry-wall value 
of the shear for the particular geometry involved. This suggests 
tha t a simple interpolation formula between the two extremes 
could be used for the entire range. A formula of the form [4] 

r = [ T V + TV]"» 

was selected, following Acrivos, who suggested a similar relation­
ship for correlating mass-transfer conductances. A value of n = 
1.375 was found to give good agreement with the numerical re­
sults for both the flat-plate and stagnation-point flow over the 
entire range of suction parameter. 

The numerical results of Fig. 2 were obtained by solving the 
full conservation equations in boundary-layer form for laminar 
film condensation: the flat-plate results were for pure steam 
condensing on a vertical fiat plate using a full finite-difference 
analogue in the vapor phase (as in, e.g., [7]) and the stagnation-
point results for both steam-air and steam-methanol mixtures 
flowing vertically down upon a horizontal cylinder where the 
vapor-phase solution was determined using a similarity transfor­

mation [5]. In view of the good agreement, it is suggested that 
equation (1) be used for all surface geometries. 
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Thermal Conductivity of Two-Phase Systems 

PRADEEP B. DESHPANDE1 and JAMES R. COUPER2 

Nomenclature 

/ = volume fraction of solid phase, dimensionless 
Kc = thermal conductivity of liquid phase, Btu/hr-ft-deg F 
Kd = thermal conductivity of solid phase, Btu/hr-ft-deg F 
Ke = effective thermal conductivity of two-phase system, 

Btu/hr-ft-deg F 
Pi = one-dimensional porosity, dimensionless 
Pt = two-dimensional porosity, dimensionless 

r, t = parameters of beta distribution 
f, I = maximum likelihood estimates of r and t 

x = random variable defined as the one-dimensional porosity, 
Pi 

Pr = probability 

Introduction 

A REVIEW of the past work on conductance of heterogeneous 
systems reveals that there exist a relatively large number of 
approximate relationships for prediction of the effective thermal 
conductivity of two-phase systems. Most of these relationships 
utilize two parameters, e.g., thermal conductivity of the pure 
phases and the volume fraction of each phase, in describing the 
thermal conductivity of two-phase systems. Recently some 
investigators [1, 2]3 have attempted to relate the thermal con­
ductivity of two-phase systems to additional parameters which 
describe the spatial distribution of the two phases. The object 
of this brief is to present a model, which accounts for the spatial 
distribution of solid particles, for prediction of the effective 
thermal conductivity of solid-liquid two-phase systems. 
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Theoretical Development 

In a theoretical paper Tsao [1] presented a model for predic­
tion of the two-phase thermal conductivity. He considered a 
cubical liquid-solid system of unit dimensions and proposed the 
following equation for prediction- of the effective thermal con­
ductivity: 

1 
— (1) K, = 

f 
Jo 

dP, 

Ke + (Kd - K.)Pt 

where Pi is one-dimensional porosity defined as the fraction of 
the linear space occupied by solids and Pi is two-dimensional 
porosity defined as the fraction of the area occupied by solids. 

To solve equation (1), a relation between P t and Pi. is re­
quired. Based on a stochastic model, Tsao proposed the follow­
ing equation for relating Pi and P%: 

= v k £ e x p ( - i [ ( P l " M ) / ( r ] 2 ) ^ (2) 

where /J, and a are the mean and the standard deviations of Pi 
respectively. 

Tsao suggested the normal distribution, equation (2), as an 
approximation to the point binomial distribution. Since this 
expression involves a density function which does not integrate 
to 1 over its sample space (0 < Pi < 1), Baxley [3] suggested 
the beta distribution, which is the limiting case of the point 
binomial distribution, for relating Pi and P2 . 

V(r + t) 
T(r)Y(t) f 

J Pi 

af-'(1 - xY~ldx (3) 

where r and t are the parameters of the beta distribution. 
Before the beta distribution can be used for prediction of the 

effective thermal conductivity, the parameters r and t must be 
estimated. Leek et al. [4] conducted a study to determine the 
spatial distribution of particles in a solid-liquid two-phase 
system. The solid phase consisted of uranium-impregnated 
Pyrex glass cylinders. A mixture composed of 85 percent 
glycerol and 15 percent benzyl alcohol was used as the liquid 
phase. A special spectrophotometer was used for measuring 
Pi. One-dimensional porosity data on two different-sized glass 
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accurate for values of the suction parameter, (vi/ue)(Re1.''
/2), 

less than —2.0. ° This is verified in both Pigs. 1 and 2. How­
ever, for plane stagnation-point flow, Pigs. 1 and 2 show a con­
siderable discrepancy between actual and asymptotic shear for 
values of the suction parameter well below — 2.0. And, of course, 
as the suction parameter approaches zero (small condensation 
rates), the asymptotic expression gives way to the dry-wall value 
of the shear for the particular geometry involved. This suggests 
tha t a simple interpolation formula between the two extremes 
could be used for the entire range. A formula of the form [4] 

r = [ T V + TV]"» 

was selected, following Acrivos, who suggested a similar relation­
ship for correlating mass-transfer conductances. A value of n = 
1.375 was found to give good agreement with the numerical re­
sults for both the flat-plate and stagnation-point flow over the 
entire range of suction parameter. 

The numerical results of Fig. 2 were obtained by solving the 
full conservation equations in boundary-layer form for laminar 
film condensation: the flat-plate results were for pure steam 
condensing on a vertical fiat plate using a full finite-difference 
analogue in the vapor phase (as in, e.g., [7]) and the stagnation-
point results for both steam-air and steam-methanol mixtures 
flowing vertically down upon a horizontal cylinder where the 
vapor-phase solution was determined using a similarity transfor­

mation [5]. In view of the good agreement, it is suggested that 
equation (1) be used for all surface geometries. 
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Thermal Conductivity of Two-Phase Systems 

PRADEEP B. DESHPANDE1 and JAMES R. COUPER2 

Nomenclature 

/ = volume fraction of solid phase, dimensionless 
Kc = thermal conductivity of liquid phase, Btu/hr-ft-deg F 
Kd = thermal conductivity of solid phase, Btu/hr-ft-deg F 
Ke = effective thermal conductivity of two-phase system, 

Btu/hr-ft-deg F 
Pi = one-dimensional porosity, dimensionless 
Pt = two-dimensional porosity, dimensionless 

r, t = parameters of beta distribution 
f, I = maximum likelihood estimates of r and t 

x = random variable defined as the one-dimensional porosity, 
Pi 

Pr = probability 

Introduction 

A REVIEW of the past work on conductance of heterogeneous 
systems reveals that there exist a relatively large number of 
approximate relationships for prediction of the effective thermal 
conductivity of two-phase systems. Most of these relationships 
utilize two parameters, e.g., thermal conductivity of the pure 
phases and the volume fraction of each phase, in describing the 
thermal conductivity of two-phase systems. Recently some 
investigators [1, 2]3 have attempted to relate the thermal con­
ductivity of two-phase systems to additional parameters which 
describe the spatial distribution of the two phases. The object 
of this brief is to present a model, which accounts for the spatial 
distribution of solid particles, for prediction of the effective 
thermal conductivity of solid-liquid two-phase systems. 
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Theoretical Development 

In a theoretical paper Tsao [1] presented a model for predic­
tion of the two-phase thermal conductivity. He considered a 
cubical liquid-solid system of unit dimensions and proposed the 
following equation for prediction- of the effective thermal con­
ductivity: 

1 
— (1) K, = 

f 
Jo 

dP, 

Ke + (Kd - K.)Pt 

where Pi is one-dimensional porosity defined as the fraction of 
the linear space occupied by solids and Pi is two-dimensional 
porosity defined as the fraction of the area occupied by solids. 

To solve equation (1), a relation between P t and Pi. is re­
quired. Based on a stochastic model, Tsao proposed the follow­
ing equation for relating Pi and P%: 

= v k £ e x p ( - i [ ( P l " M ) / ( r ] 2 ) ^ (2) 

where /J, and a are the mean and the standard deviations of Pi 
respectively. 

Tsao suggested the normal distribution, equation (2), as an 
approximation to the point binomial distribution. Since this 
expression involves a density function which does not integrate 
to 1 over its sample space (0 < Pi < 1), Baxley [3] suggested 
the beta distribution, which is the limiting case of the point 
binomial distribution, for relating Pi and P2 . 

V(r + t) 
T(r)Y(t) f 

J Pi 

af-'(1 - xY~ldx (3) 

where r and t are the parameters of the beta distribution. 
Before the beta distribution can be used for prediction of the 

effective thermal conductivity, the parameters r and t must be 
estimated. Leek et al. [4] conducted a study to determine the 
spatial distribution of particles in a solid-liquid two-phase 
system. The solid phase consisted of uranium-impregnated 
Pyrex glass cylinders. A mixture composed of 85 percent 
glycerol and 15 percent benzyl alcohol was used as the liquid 
phase. A special spectrophotometer was used for measuring 
Pi. One-dimensional porosity data on two different-sized glass 
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Table 1 Thermal conductivity of various two-phase systems Table 2 Statistical analysis of the results 

System 

Zinc sulf a t e -
lard 

Marble-Vaseline 

Selenium-
polypropylene 
glycol 

Aluminum 
oxide-poly­
propylene 
glycol 

KJ/KC 

0.354 
0.114 

1.72 
0.107 

3.0 
0.081 

22.5 
0.081 

= 3.1 

= 16.1 

= 37 

= 278 

/ 
0.1924 
0.2273 
0.2834 
0.4245 
0.4560 
0.4787 
0.1924 
0.2273 
0.2834 
0.4245 
0.4560 
0.4787 
0.1924 
0.2273 
0.2834 
0.4245 
0.4560 
0.4787 
0.1924 
0.2273 
0.2834 
0.4245 
0.4560 
0.4787 

experi­
mental 
Btu/hr-

ft-°F 

0.1425 [12] 
0.1475 
0.1550 
0.1790 
0.1850 
0.190 
0.1375[12] 
0.1450 
0.1640 
0.250 
0.270 
0.297 
0.1250 [2] 
0.1380 
0.1630 
0.240 
0.260 
0.278 
0.220 [2] 
0.280 
0.375 
0.760 
0.88 
0.970 

Ke 
Desh-
pande 

Btu/hr-
ft-°F 

0.1387 
0.1443 
0.1543 
0.1679 
0.1756 
0.1770 
0.1640 
0.1804 
0.2134 
0.2168 
0.2441 
0.2374 
0.1376 
0.1555 
0.1936 
0.1816 
0.2117 
0.2004 
0.1728 
0.2077 
0.2915 
0.2167 
0.2711 
0.2423 

cylinders (5 mm diameter by 6 mm long and 3 mm diameter by 
4 mm long) were obtained. From the data the estimates f and 
I were determined using the maximum-likelihood method [5]. 

To solve equation (1) for the effective thermal conductivity, 
the two-dimensional porosity P% must be known. There are 
three methods available for determination of P% from equation 
(3). 

Determination of Pi by Integration of Density Function. By express­
ing the term (1 — a;) ' - 1 in binomial series, equation (3) can be 
readily evaluated to yield 

P 2 = 1 -
p / T(r + i) - r(i - i + i) 

r ( l - l)T(?)T(j) -tt, (i+r)i\~ Pi 4 (4) 

In equation (4) the maximum-likelihood estimates f and I have 
been substituted for r and t. 

Determination of P2 by Paulson Method. Paulson [6] has shown 
that if a random variable u is distributed according to the F dis­
tribution, the probability that its value is less than or equal to 
F is given by 

Pr(u < F) : -- [1 + erf («/V2)] 

where 

(1 - l/9l)F1/' - (1 - l /9f) 
[ ( l / 9 i ) P 2 / 3 + i/gp]JA 

(5) 

(6) 

If a random variable s, on the other hand, has the beta dis­
tribution, then the probability that its value is less than or equal 
to Pi can be expressed as 

Pr (S < Pi) = Pr 

= Pr(ii < F) 

1(—)<JL( — Y 
f \ 1 - s) ~ r \ 1 - Pi)_ 

(7) 

where 

f \ 1 - Pj 

Equation (7) is valid since the relation between s and u is s / ( l 
s) = ru/l (Dunn [7]). 

Deshpande 
Tsao [1] 
Baxley [2] 
Jefferson [9] 
Maxwell [10] 
Rayleigh [11] 

Average % 
error 
17.96 
17.79 
26.16 
22.42 
26.26 
26.23 

Error 
variance 

0.495 
0.423 
0.80 
0.88 
0.93 
0.93 

Average 
bias 

- 5 . 5 6 
6.88 

27.17 
18.34 
20.04 
20.08 

The two-dimensional porosity can then be calculated as 

P 2 = 1 _ p r ( s < Pi ) 

= ! - - [ ! + erf (p/y/2)] 
(8) 

The approximation is valid for I > 8 / j and Pi > f/r + t. 
Determination of Pa from Pearson's Tables. Pearson [8] developed 

extensive tables for the determination of the beta probabilities. 
These tables can be used to obtain P2 from Pi. 

Determination of the Effective Thermal Conductivity. After evalu­
ating Pi, equation (1) can be solved numerically for Ke, the 
effective thermal conductivity of two-phase systems. 

Presentation of Results 

All calculations were made on the I B M 7040 computer. The 
two-dimensional porosity P2 was evaluated for the beta-distribu­
tion model by the three methods discussed in this paper. 

Thermal conductivity of 10 two-phase systems was determined 
by equation (1) using data from the large-cylinder model as well 
as the small-cylinder model. As an illustration, the results for 
four of these systems, obtained from the large-cylinder model, 
are presented in Table 1. 

A statistical analysis of the results from the large-cylinder 
model was made. The performance of the beta-distribution 
model was compared with that of the models of Tsao [1], Baxley 
[2], Jefferson [9], Maxwell [10], and Rayleigh [11]. These re­
sults are presented in Table 2. 

Discussion of Results 

The maximum-likelihood estimates f and I were calculated 
for the six large-cylinder samples and four small-cylinder samples 
using the experimental Pi data of Leek et al. [4]. 

For some samples computational difficulties were encountered 
in the determination of P2 by the direct-integration method and 
the Dunn-Paulson method. Therefore it was decided to resort 
to the tables of the incomplete beta function [8] for evaluating 
P2 . 

For all the 10 two-phase systems, the authors' large-cylinder 
model gave good results when the solid volume fraction / was 
less than 0.3. For higher-volume-fraction solids, the model was 
unsatisfactory (see Table 1). 

One possible reason for this behavior may be the effect of 
particle interaction on the thermal conductivity of two-phase 
systems. These effects may be small in a two-phase system 
with low-volume-fraction solids so that the spatial-distribution 
model is adequate for predicting the effective thermal conduc­
tivity. The particle interaction effects may become significant, 
however, as the solid volume fraction is increased, so tha t the 
two-phase system can no longer be described by the spatial diK-
tribution of the solid particles alone. Consequently, the sta­
tistical model fails for high-volume-fraction solids. I t may also 
be noted tha t the deviation of the model-predicted thermal con­
ductivity from the experimental value becomes more pronounced 
as the ratio KJKC is increased. 

With small cylinders the authors' model fails completely, 
indicating a strong dependence of particle size on the thermal 
conductivity of two-phase systems. 

From Table 2 it can be seen that the authors' model along 
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with Tsao's model gives, for / < 0.30, better results than any 
other model tested. 

Conclusions 
From the results of this study it was concluded tha t : 

1 With large cylinders, the beta-distribution model predicted 
the two-phase thermal conductivity very well for low-volume-
fraction solids (/ < 0.30). The model failed completely for 
/ > 0.30. 

2 The thermal conductivity of suspensions was dependent 
on the size of the suspended particles. 

3 Although theoretically unsound, the predictability of 
Tsao's model (large cylinders, / < 0.30) was as good as tha t of 
the authors' model. His model was also inadequate for high-
volume-fraction solids. 
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On the Freezing of Tissue 

T. E. COOPER1 and G. J . TREZEK^ 

Nomenclature 

cb = blood specific heat 
k, kf = thermal conductivity of unfrozen and frozen phases, 

respectively 
Ka, Ki = modified Bessel functions 

mb = blood mass flow rate 
r, x = position in field 

r0, xa = probe radius or half-thickness 
B, L = location of frozen-unfrozen interface 

&b> Sm = heat generation due to blood flow and metabolism, re­
spectively 

T, Tf = temperatures in unfrozen and frozen phases, respec­
tively 

Tb = systemic arterial blood temperature 
To = tissue temperature far from probe 

Tpc = phase-change temperature 
Ts = probe surface temperature 
d = nondimensional unfrozen-tissue temperature, [(T — 

r . ) / (r . - To)] 
8f = nondimensional frozen-tissue temperature, \{Tt — 

T0)/{TS - To)] 
6pc = nondimensional phase-change temperature, [(Tpc — 

To)/(T. - To)] 
$ = nondimensional probe surface temperature, (—kf/k) 

X l(Tpc - Ts)/(Tpc - To)] 
(3 = blood flow parameter, mhcbro2/k or mbcbxa

2/k 
R, X = nondimensional position, r/n or x/xa 

r*,x* = nondimensional ice-front location, Rfro or L/xo 

1 Assistant Professor, Department of Mechanical Engineering, 
Naval Postgraduate School, Monterey, Calif. Assoc. Mem. ASME. 

| 2 Associate Professor, Department of Mechanical Engineering, 
( Thermal Systems Division, University of California, Berkeley, Calif. 
j Mem. ASME. 
I Contributed by the Heat Transfer Division of T H E AMERICAN 

SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the 
J Heat Transfer Division April 22, 1971; revised manuscript received 

July 6,1971. 

) Journal of Heat Transfer 

2 Baxley, A. L., and Couper, J. R., "Thermal Conductivity of 
Two-Phase Systems. Part IV: Thermal Conductivity of Suspen­
sions," University of Arkansas Engineering Experiment Station 
Research Report Series, No. 8, Nov. 1966. 

3 Baxley, A. L., Department of Chemical Engineering, Univer­
sity of Arkansas, Fayetteville, Ark., private communication, 1967. 

4 Leek, L. M., Deshpande, P. B., and Couper, J. R., "Spatial 
Distribution of Particles in a Suspension," Industrial and Engineering 
Chemistry Fundamentals, Vol. 8, 1969, pp. 540-547. 

5 Mood, A. M., and Graybill, F. A., Introduction to Theory of 
Statistics, 2nd ed„ McGraw-Hill, New York, N. Y„ 1963, pp. 178-
186. 

6 Paulson, E., "An Approximate Normalization of the Analysis 
of Variance Distribution," Annals of Mathematical Statistics, Vol. 13, 
1942, pp. 233-235. 

7 Dunn, J. E., Department of Mathematics, University of 
Arkansas, Fayetteville, Ark., private communication, 1968. 

8 Pearson, K., ed., Tables of the Incomplete Beta Function, 
Cambridge University Press, Cambridge, England, 1934. 

9 Jefferson, T. B., Witzetl, O. W., and Sibbitt, W. L., "Thermal 
Conductivity of Graphite-Silicone Oil and Graphite-Water Sus­
pensions," Industrial and Engineering Chemistry, Vol. 50, 1958, pp. 
1589-1592. 

10 Maxwell, J. C , A Treatise on Electricity and Magnetism, 3rd 
ed., Oxford University Press, London, England, 1904, pp. 435-449. 

11 Rayleigh, R. J. S., "On the Influence of Obstacles Arranged 
in Rectangular Order Upon the Properties of a Medium," Philosophi­
cal Magazine, Vol. 5, No. 34, 1892, pp. 481-502. 

12 Lees, C. H., "On the Thermal Conductivities of Single and 
Mixed Solids and Liquids and Their Variation with Temperature," 
Proceedings of the Royal Society, London, Series A, Vol. 191, 1898, 
pp. 339-400. 

CRYOSURGERY, the technique of surgically destroying tissue by 
use of extreme cold, is a relatively new procedure which ac­
complishes tissue destruction by dropping the temperature of the 
target region below the freezing point. The frozen region, the 
lesion, is created by use of a cryogenic cannula (cryoprobe) which 
may be of various geometrical configurations. This technique 
has been used in a host of surgical applications [ l ] 3 which gen­
erally require the creation of one of two basic types of lesions, 
namely, those formed by an external application of the probe or 
those formed by inserting the probe deep into the tissue. The 
latter type of lesion formation has been used extensively in brain 
surgery as a means of destroying cancerous tumors and also as 
a treatment for Parkinson's disease. 

For the most part, cryosurgery, as presently practiced, is highly 
empirical [2], Our objective is to show how the analytical 
methods of heat transfer can be used to predict the steady-state, 
or maximum, lesion size which may be formed using standard 
cylindrical or spherical cryoprobes. A third probe configura­
tion, the planar case, is included mainly as a reference datum to 
depict geometrical effects. 

Bio-Heat Transfer Equation 
The steady-state energy equation governing the developed 

temperature field in in-vivo tissue takes the form 

fcV2T + Sm + Sb = 0 (1) 

where Sm represents the effect of metabolic heat generation, Sb 

accounts for the addition or removal of heat by the local blood 
flow, and k represents the thermal conductivity of the unfrozen 
tissue. When equation (1) is applied to the frozen tissue the 
terms Sm and »S6 vanish and there results V2Tf = 0. 

The quantity Sm is a function of the oxygen consumption rate 
of the tissue and, in a simplistic manner, the quantity Sb can be re­
lated to the perfusion rate, blood heat capacity, and the difference 
between the local tissue temperature and the blood temperature as 
follows: 

Sb = mbcb(Tb - T) (2) 

3 Numbers in brackets designate References at end of technical 
brief. 
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with Tsao's model gives, for / < 0.30, better results than any 
other model tested. 

Conclusions 
From the results of this study it was concluded tha t : 

1 With large cylinders, the beta-distribution model predicted 
the two-phase thermal conductivity very well for low-volume-
fraction solids (/ < 0.30). The model failed completely for 
/ > 0.30. 

2 The thermal conductivity of suspensions was dependent 
on the size of the suspended particles. 

3 Although theoretically unsound, the predictability of 
Tsao's model (large cylinders, / < 0.30) was as good as tha t of 
the authors' model. His model was also inadequate for high-
volume-fraction solids. 

Acknowledgment 
The project was sponsored by the National Science Founda­

tion through grant GK-1151. Other financial assistance was 
given by the Diamond Shamrock Corp. through their summer 
fellowship award. 

References 
1 Tsao, G. T., "Thermal Conductivity of Two-Phase Mate­

rials," Industrial and Engineering Chemistry, Vol. 53, 1961, pp. 395-
397. 

On the Freezing of Tissue 

T. E. COOPER1 and G. J . TREZEK^ 

Nomenclature 

cb = blood specific heat 
k, kf = thermal conductivity of unfrozen and frozen phases, 

respectively 
Ka, Ki = modified Bessel functions 

mb = blood mass flow rate 
r, x = position in field 

r0, xa = probe radius or half-thickness 
B, L = location of frozen-unfrozen interface 

&b> Sm = heat generation due to blood flow and metabolism, re­
spectively 

T, Tf = temperatures in unfrozen and frozen phases, respec­
tively 

Tb = systemic arterial blood temperature 
To = tissue temperature far from probe 

Tpc = phase-change temperature 
Ts = probe surface temperature 
d = nondimensional unfrozen-tissue temperature, [(T — 

r . ) / (r . - To)] 
8f = nondimensional frozen-tissue temperature, \{Tt — 

T0)/{TS - To)] 
6pc = nondimensional phase-change temperature, [(Tpc — 

To)/(T. - To)] 
$ = nondimensional probe surface temperature, (—kf/k) 

X l(Tpc - Ts)/(Tpc - To)] 
(3 = blood flow parameter, mhcbro2/k or mbcbxa

2/k 
R, X = nondimensional position, r/n or x/xa 

r*,x* = nondimensional ice-front location, Rfro or L/xo 

1 Assistant Professor, Department of Mechanical Engineering, 
Naval Postgraduate School, Monterey, Calif. Assoc. Mem. ASME. 

| 2 Associate Professor, Department of Mechanical Engineering, 
( Thermal Systems Division, University of California, Berkeley, Calif. 
j Mem. ASME. 
I Contributed by the Heat Transfer Division of T H E AMERICAN 

SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the 
J Heat Transfer Division April 22, 1971; revised manuscript received 

July 6,1971. 

) Journal of Heat Transfer 

2 Baxley, A. L., and Couper, J. R., "Thermal Conductivity of 
Two-Phase Systems. Part IV: Thermal Conductivity of Suspen­
sions," University of Arkansas Engineering Experiment Station 
Research Report Series, No. 8, Nov. 1966. 

3 Baxley, A. L., Department of Chemical Engineering, Univer­
sity of Arkansas, Fayetteville, Ark., private communication, 1967. 

4 Leek, L. M., Deshpande, P. B., and Couper, J. R., "Spatial 
Distribution of Particles in a Suspension," Industrial and Engineering 
Chemistry Fundamentals, Vol. 8, 1969, pp. 540-547. 

5 Mood, A. M., and Graybill, F. A., Introduction to Theory of 
Statistics, 2nd ed„ McGraw-Hill, New York, N. Y„ 1963, pp. 178-
186. 

6 Paulson, E., "An Approximate Normalization of the Analysis 
of Variance Distribution," Annals of Mathematical Statistics, Vol. 13, 
1942, pp. 233-235. 

7 Dunn, J. E., Department of Mathematics, University of 
Arkansas, Fayetteville, Ark., private communication, 1968. 

8 Pearson, K., ed., Tables of the Incomplete Beta Function, 
Cambridge University Press, Cambridge, England, 1934. 

9 Jefferson, T. B., Witzetl, O. W., and Sibbitt, W. L., "Thermal 
Conductivity of Graphite-Silicone Oil and Graphite-Water Sus­
pensions," Industrial and Engineering Chemistry, Vol. 50, 1958, pp. 
1589-1592. 

10 Maxwell, J. C , A Treatise on Electricity and Magnetism, 3rd 
ed., Oxford University Press, London, England, 1904, pp. 435-449. 

11 Rayleigh, R. J. S., "On the Influence of Obstacles Arranged 
in Rectangular Order Upon the Properties of a Medium," Philosophi­
cal Magazine, Vol. 5, No. 34, 1892, pp. 481-502. 

12 Lees, C. H., "On the Thermal Conductivities of Single and 
Mixed Solids and Liquids and Their Variation with Temperature," 
Proceedings of the Royal Society, London, Series A, Vol. 191, 1898, 
pp. 339-400. 

CRYOSURGERY, the technique of surgically destroying tissue by 
use of extreme cold, is a relatively new procedure which ac­
complishes tissue destruction by dropping the temperature of the 
target region below the freezing point. The frozen region, the 
lesion, is created by use of a cryogenic cannula (cryoprobe) which 
may be of various geometrical configurations. This technique 
has been used in a host of surgical applications [ l ] 3 which gen­
erally require the creation of one of two basic types of lesions, 
namely, those formed by an external application of the probe or 
those formed by inserting the probe deep into the tissue. The 
latter type of lesion formation has been used extensively in brain 
surgery as a means of destroying cancerous tumors and also as 
a treatment for Parkinson's disease. 

For the most part, cryosurgery, as presently practiced, is highly 
empirical [2], Our objective is to show how the analytical 
methods of heat transfer can be used to predict the steady-state, 
or maximum, lesion size which may be formed using standard 
cylindrical or spherical cryoprobes. A third probe configura­
tion, the planar case, is included mainly as a reference datum to 
depict geometrical effects. 

Bio-Heat Transfer Equation 
The steady-state energy equation governing the developed 

temperature field in in-vivo tissue takes the form 

fcV2T + Sm + Sb = 0 (1) 

where Sm represents the effect of metabolic heat generation, Sb 

accounts for the addition or removal of heat by the local blood 
flow, and k represents the thermal conductivity of the unfrozen 
tissue. When equation (1) is applied to the frozen tissue the 
terms Sm and »S6 vanish and there results V2Tf = 0. 

The quantity Sm is a function of the oxygen consumption rate 
of the tissue and, in a simplistic manner, the quantity Sb can be re­
lated to the perfusion rate, blood heat capacity, and the difference 
between the local tissue temperature and the blood temperature as 
follows: 

Sb = mbcb(Tb - T) (2) 

3 Numbers in brackets designate References at end of technical 
brief. 
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Assumed Values 
<£ = 2.0 

c= 0.4 

(9=0 .1 

PLANAR PROBE 

ynrrnr 

Fig. 1 Frozen phase and tissue temperature profiles for planar, cylindri­
cal, and spherical cryoprobes for a nondimensional probe surface tem­
perature <]> of 2 , nondimensional phase-change temperature 8pc of 0.4, 
and blood flow parameter jS of 0.1 

Basically, this relation is akin to that of a perfect heat exchanger 
in that it assumes that the blood acquires the tissue temperature 
as it exits a unit volume of tissue. Relations similar to equations 
(1) and (2) are consistent with a previous model proposed by 
Pennes [3] and by Perl [4]. If <S,„ and mb are treated as con­
stants, equation (1) can be rewritten as 

where 

fcV2T + mbcb(T„ - T) = 0 

T0= Tb + SJmbcb 

(3) 

As an example, in the human brain, T» is approximately 0.5 deg C 
higher than the systemic arterial blood temperature Tb. Blood 
flow thus acts as a coolant to the brain. 

Steady-State Solutions 
The nature of the freezing problem requires tha t the system 

must be treated as a composite body, tha t is, equation (3) must 
be solved for both the frozen and unfrozen phases subject to the 
appropriate boundary conditions. The resulting solutions yield 
the temperature profiles in the frozen and unfrozen tissue along 
with the location of the ice front. 

The equations governing the simple case of steady-state one-
dimensional heat flow are, in nondimensional form: 

frozen phase 

unfrozen phase 

d(R"d8;/dR) 

dR 

J ^ d(R*d8/dR) 

R» dR 

0 

= 0 

(4) 

(5) 

where the exponent n has a value of 0, 1, or 2 for planar, cylindri­
cal, or spherical coordinates, respectively. Thus, for a planar 
probe (cartesian coordinates) equation (4) is simply d28/dX2 = 0, 
that is, R is replaced by X. The appropriate nondimensional 
groups are listed in the Nomenclature. The boundary conditions 
are: (a) At the probe surface R = 1, 8 s = 1, (b) at the frozen-
unfrozen-tissue interface R = ?•*, 8 s = 8pc = 8, and hfddf/dR = 
kdd/dR, (c) at large distances from the probe, R —»• a>, 8 —»- 0. 
In the cartesian system r, R, B, and r* are replaced by x, X, L, 
and x*, respectively. 

When the above boundary conditions are applied to the gen­
eral solutions of equations (4) and (5) the following sets of solu­
tions are obtained for the three coordinate systems: 
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Fig. 2 Lesion size nomograms for planar, cylindrical, and spherical 
cryoprobes for blood flow parameter /3 of 0.1 and 1.0 

Planar Probe 

- 1 
X + 

x* - 1 

-Vfl(X-x*) 

^ 

(6) 

(7) 

(8) 

(9) 

(10) 

Cylindrical Probe 

df = [9pe - 1] In R/ ln r* + 1 

8 = 8peKXVl3R)/K<l(Vpr*) 

The solution of the following transcendental equation yields the 
ice-front location: 

$ = V j 3 r* [KAVp r*)/K0(Vp r*)] In r* (11) 

Spherical Probe 

9< -1 + «>>• - li^h*)(Hr) (12) 

V L - V « R - r * ) 
R 

(Vp - 1 ) 
+ 

(l - Vp)* (!+_$)' 
0 Vis _ 

(13) 

(14) 

Discussion 
A comparison of the nondimensional temperature profiles for 

the planar, cylindrical, and spherical systems is shown in Fig. 1 
for a value of /3 equal to 0.1. The quantity /? = mbcbra

!l/k, which 
shall be referred to as the blood flow parameter, results from non-
dimensionalizing the governing bio-heat transfer equation. In 
this sense it is unique to heat transfer in an in-vivo system. How­
ever, it is important to note that /3 is geometry-dependent and 
hence cannot be construed as a property of the system. Rather, 
it is a relative comparison of convective effects due to blood flow 
and tissue conductive effects. I t is analogous to the classical 
Biot number and may be viewed as a "bio-Biot number." The 
i8 value used in Fig. 1 is germane to typical cryosurgical applica­
tions. 

The location of the ice-tissue interface for each of the three 
coordinate systems is shown in Fig. 2. This type of representa­
tion can be used as a convenient surgical nomogram. For ex-
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ample, assuming typical values of T0 = 38 deg C, Tpc = 0 deg C, 
T, — — 75 deg C, kf/k — 3, and /3 ~ 0.1 for a probe radius or 
half-thickness of 2 mm, the following ice-front locations are found: 
(a) For the planar probe L = 39.6 mm, (6) for the cylindrical 
probe R = 15.2 mm, and (c) for the spherical probe R = 7.4 mm. 
The assumed thermal-conductivity ratio of 3 for frozen and un­
frozen tissue is consistent with existing biological thermal-conduc­
tivity data [5-7]. 

Thermal conductivity k, blood flow mb, and metabolic heat 
generation Sm are temperature-dependent and for brain tissue the 
latter two quantities vary with a Qn> of between two and three [8]. 
A Qio of 3 (the notation is ostensibly that of the physiologist) 
implies tha t for each 10 deg C decrease in temperature, mb or Sm 

drops by a factor of 3. The implications of treating k, mb, and 
Sm equal to constants have been previously considered [9]. 

The medium into which the ice front propagates is actually two 
components, blood and tissue, and hence the question of whether 
this model actually describes the freezing process can be raised. 
Since the thermal properties of the two components are essentially 
identical and the blood velocity in the capillaries is small, it 
appears tha t the proposed model serves as a good first approxi­
mation. General agreement between the predicted ice-front lo­
cation and the very limited available experimental data for a 
hemispherical cannula [10] has been achieved. Other physiologi­
cal considerations along with an adaptation of the freezing results 
to the development of a cryosurgical atlas have been reported 
[11,12]. 

I t is hoped tha t this a t tempt to provide a fundamental analyti­
cal basis to a heretofore totally empirical science will aid cryo-
surgeons in selecting appropriate probe geometries, sizes, and 
temperature ranges for the creation of controlled surgical lesions. 
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Critical Rayleigh Numbers for Natural 
Convection of Water Confined in Square Cells 
With L/D From 0.5 to 81 

Chi Tien2 and Yin-Chao Yen.3 In a recent article, Heitz and 
Westwater presented experimental results on the thermal in­
stability of water confined in a rectangular cavity subject to 
adverse temperature gradient. The study was focused on the 
effect of L/D (L = vertical dimension of liquid layer and D the 
horizontal dimension of the cavity) on the onset of convection. 
Another aspect of the study was to determine the effect due to 
the anomalous temperature-density behavior of water, which 
exhibits a maximum density at approximately 4 deg C I t is to 
this density-inversion effect that the present discussion is 
directed. 

To account for this maximum-density effect, Heitz and West-
water utilized a modified Rayleigh number originally proposed by 
Boger and Westwater [14].4 The definition was proposed on an 
empirical basis and became identical with the conventional 
definition, if the lower surface temperature coincides with the 
maximum density. They concluded that their experimental re­
sults disagree with the theoretical value obtained by Tien [17]. 

A number of investigations concerning the maximum-density 
effect on thermal instability have, in fact, been carried out in ad­
dition to the work of Tien [17]. Because of the incomplete 
references made by Heitz and Westwater, it may be in order to 
recite these investigations briefly. Both Debler [18] and Vernois 
[19] as well as Tien [17] studied this problem by assuming the 
following temperature-density relationship: 

P Pmax — P m a x 7 ( ^ 1 max) ( 1 ) 

The onset of convection begins when the Rayleigh number de­
fined as 

iVBa 
(2yAAT)g(AT)ds 

(2) 

exceeds its critical value which is a function of the parameter A 
given as 

J l i- max 
A = 

T, - T„ 
(3) 

For A < 0.25, the asymptotic expression of (Nsa)cr is found to be 

1 By W. L. Heitz and J. W. Westwater, published in May, 1971, 
issue of the JOURNAL or HEAT TRANSFER, TRANS. ASME, Series C, 
Vol. 93, No. 2, pp. 188-196. 

2 Professor and Chairman, Department of Chemical Engineering 
and Materials Science, Syracuse University, Syracuse, N. Y. 

3 Chief, Physical Sciences Branch, U. S. Army Cold Regions Re­
search and Engineering Laboratory; also Visiting Professor of Chemi­
cal Engineering, University of New Hampshire, Durham, N. H. 

4 Numbers in brackets designate References in the article under 
discussion as well as Additional References at end of discussion. 

(iVRa)cr ~ 1186. 4)' (4) 

A more recent study by Sun, Tien, and Yen [20] extended the 
earlier studies by considering a density-temperature relationship 
of the following type: 

P - Pn 
-7 l (F - TV*)2 - 72(7' - Tmax)3 (5) 

The corresponding Rayleigh number becomes 

(2 T iAATMAT)d 3 ( l + f - AAT) 

JV E a= ~ (6) 

and the critical value is found to be a function of two parameters, 
Xi and X2, defined as 

-H) 1 + 3 - AAT 

I'll 
2 71 

AAT 

(7) 

(8) 
^^AAT 

T, * 2 7 . 
^ 2 3 7 « Am 

1 + - - AAT 
2 7i 

The theoretically calculated critical Rayleigh numbers were 
found to agree, on the average, within 8 percent of the experi­
mental value as shown in [20]. I t is perhaps worthwhile to 
mention that all these analyses [17-20] were based on the 
principle of linear stability analysis, and the procedures used for 
calculating the critical Rayleigh numbers were essentially the 
same used for the classical thermal instability problem. The 
application of linear stability analysis in predicting thermal in­
stability, in general, has been rather successful as indicated by the 
good agreement between theoretical analysis and experimental 
observation in most of the previous works. 

This argument, obviously, is at variance with the contention of 
Heitz and Westwater that their results disagree with the theoreti­
cal results based on linear analysis. The discussers are of the 
opinion that these comparisons were largely meaningless because 
of the significant difference between the experimental conditions 
of the measurement and the basic assumptions used in the 
analysis. One of the basic assumptions used in the analyses of 
[17-20] is that the liquid layer is of infinite extent, i.e., L/D ~* 0, 
while the experiments were conducted with L/D ranging from 
0.5 to 8. In this connection, it is difficult to comprehend the 
true significance of Fig. 15 of the discussed paper. In this figure, 
which was labeled as "Comparison of new data with results of 
Tien," the Rayleigh number is plotted against L/D, while in 
Tien's work [17], L/D was not considered as a variable at all 
because of the assumption of the fluid layer being confined in 
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extent. There also remains the question of the difference in the 
definition of the Rayleigh number between tha t based on the 
result of linear stability analysis and the empirical one of Boger 
and Westwater, and it was not clear which definition was used in 
comparison. 

Another statement also deserves comment: "Tien and Yen 
state tha t the critical Rayleigh number of the onset of convection 
varies with the temperature of heated boundary. This possibil­
ity was examined also in the present study. The results, Fig. 12, 
show no effect, nor does the temperature of the cold boundary 
affect the critical Rayleigh number." The critical Rayleigh 
number based on linear stability analysis is found to be a function 
of parameter A defined by equation (3), and is not just a function 
of heated boundary temperature. The most one can conclude 
from Fig. 12 appears to be that the empirically defined Rayleigh 
number used by the authors is independent of the heated bound­
ary temperature. Even this conclusion is perhaps somewhat 
questionable, since only very few data points among those indi­
cated in the lower curve of this figure were obtained when maxi­
mum-density effect was involved. In any event, it is difficult to 
conceive how this conclusion can be used to either invalidate or, 
for that matter, substantiate the results based on linear stability 
analysis. 

A more interesting point of Heitz and Westwater's work is the 
revelation of its disagreement with the experimental data re­
ported by Yen [16]. This is difficult to explain since both in­
vestigations were carried out with considerable care, and in view 
of the agreement of both sets of measurements to other investiga­
tors in the limiting case when the maximum-density effect is 
absent. Heitz and Westwater reported the agreement of their 
data with that of Schmidt and Silveston [9]. Yen's result, how­
ever, was also found to agree with earlier work in the limiting case 
of no density inversion. The fact that Heitz and Westwater's 
results agree with those of Catton and Edwards [10] does not add 
credence to the accuracy of their data insofar as the effect of 
maximum density is concerned, since the substance employed by 
Catton and Edwards in their experiment exhibits no density-in­
version effect. I t therefore appears tha t only through further 
experimentation can this controversy be clearly resolved. In 
this connection, it may be worthwhile to point out that in both 
Yen's work and tha t of Heitz and Westwater, a phase change 
occurred continuously during the course of measurements. The 
experimental conditions, therefore, can be described, at best, as 
pseudo-steady-state. In the future, it may be advisable to con­
duct measurements without this complication so that a true 
steady state can be realized. 
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Authors' Closure 

We appreciate the interest shown by Tien and Yen in our work 
and their discussion of our recent article. 

In our introduction we presented a brief and representative 
summary of previous contributions to the study of natural con­
vection in confined liquids. We acknowledge and are aware of 
toany valuable contributions in addition to those mentioned. 

The models of Davis [8] and Charlson and Sani [15] still appear 
'o be among the most rigorous thus far presented. The "theory" 
of Tien, Yen, and co-workers is not, in fact, theory, but rather is 
Mathematical modeling. The results of such modeling should 
lot be referred to as "theoretical." For example, the assumption 
'hat the density of water depends on temperature as a parabolic 
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function, symmetric about 4 deg C, is not a physical fact, al­
though it is very convenient mathematically. 

The article by Heitz and Westwater is the presentation of 
an experimental study in which multiple, independent means 
were used to detect critical Rayleigh numbers. The results, as 
indicated in the title of the article, were determined for L/D from 
0.5 to 8 and at no point were they extrapolated to an L/D of 0. 
We are confident of our results and have compared them with 
the results of other investigators (Fig. 13) to illustrate areas of 
agreement and areas of disagreement. 

I t is quite true that Tien did not include the parameter L/D 
in his work [17]; a basic assumption is that L/D = 0. I t was 
Tien, however, who chose to substantiate his work by comparing 
his results with experimental data, obtained by Boger and West-
water [14], for which L/D ranged up to 3. Our Fig. 15, "Com­
parison of new data with results of Tien," was included to illus­
t ra te that Tien's model does not appear to be valid for L/D > 0. 
The critical Rayleigh numbers, labeled "Tien model," were 
calculated using Tien's model and the data presented by Tien 
in [17, Table 1]. As mentioned in our paper, incorrect values 
of liquid depth d were used by Tien. Correct values were used 
in our Fig. 15. 

We are aware that Tien, Yen, and co-workers expressed the 
critical Rayleigh number in terms of the parameter A which is 
a function of the upper and lower boundary temperatures and 
the maximum-density temperature. Yen [16] also presented the 
empirical relationship 

Raci = 1.42 X 10* exp ( - 6 . 6 4 X 10"2 T„) 

where Ts is the temperature of the heated boundary. We do not 
feel that the critical Rayleigh number is correctly represented by 
the lower boundary temperature alone, or even by the parameter 
A alone. Our Fig. 14, "Effect of L/D on Raci; data of Yen," 
was plotted using the data of Yen [16, Table 1], and clearly 
shows that the critical Rayleigh number is a function of L/D as 
well as boundary temperatures, even as L/D -»• 0. Our Fig. 12 
further shows that the critical Rayleigh numbers are not a sole 
function of the heated boundary, but rather a function of tempera­
ture differences and L/D. 

Reasons for the disagreement between Yen's experimental 
data and the data of other investigators, Fig. 13, are not known 
at this time. We believe that all investigations were carried out 
with considerable care and agree with Tien and Yen that a pos­
sible explanation lies in the fact that data were obtained at pseudo 
steady state. In the region of interest, our critical Rayleigh 
numbers were obtained under conditions such that, in terms of 
interfacial motion, phase change could not be detected. During 
the final 30 min of approach to transition, Ra was also constant 
to within measuring accuracy. 

On the Rohsenow Pool-Boiling 
Correlation1 

W. M. Rohsenow.2 Frost and Li present new data for pool-
boiling of water at sub-atmospheric pressures (0.92-14.45 psia) 
and plot it on the correlating coordinates suggested in their 
reference [1] in 1951. At that time available Prandtl number 
data was wrong and led to an exponent on the Prandtl number 

1 By C. W. Frost and K. W. Li, published in the May, 1971, issue 
of the JotrBNAL OF HEAT TRANSFEB, TRANS. ASME, Series C, Vol. 
93, No. 2, pp. 232-234. 

2 Professor, Department of Mechanical Engineering, Massachu­
setts Institute of Technology, Cambridge, Mass. 
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extent. There also remains the question of the difference in the 
definition of the Rayleigh number between tha t based on the 
result of linear stability analysis and the empirical one of Boger 
and Westwater, and it was not clear which definition was used in 
comparison. 

Another statement also deserves comment: "Tien and Yen 
state tha t the critical Rayleigh number of the onset of convection 
varies with the temperature of heated boundary. This possibil­
ity was examined also in the present study. The results, Fig. 12, 
show no effect, nor does the temperature of the cold boundary 
affect the critical Rayleigh number." The critical Rayleigh 
number based on linear stability analysis is found to be a function 
of parameter A defined by equation (3), and is not just a function 
of heated boundary temperature. The most one can conclude 
from Fig. 12 appears to be that the empirically defined Rayleigh 
number used by the authors is independent of the heated bound­
ary temperature. Even this conclusion is perhaps somewhat 
questionable, since only very few data points among those indi­
cated in the lower curve of this figure were obtained when maxi­
mum-density effect was involved. In any event, it is difficult to 
conceive how this conclusion can be used to either invalidate or, 
for that matter, substantiate the results based on linear stability 
analysis. 

A more interesting point of Heitz and Westwater's work is the 
revelation of its disagreement with the experimental data re­
ported by Yen [16]. This is difficult to explain since both in­
vestigations were carried out with considerable care, and in view 
of the agreement of both sets of measurements to other investiga­
tors in the limiting case when the maximum-density effect is 
absent. Heitz and Westwater reported the agreement of their 
data with that of Schmidt and Silveston [9]. Yen's result, how­
ever, was also found to agree with earlier work in the limiting case 
of no density inversion. The fact that Heitz and Westwater's 
results agree with those of Catton and Edwards [10] does not add 
credence to the accuracy of their data insofar as the effect of 
maximum density is concerned, since the substance employed by 
Catton and Edwards in their experiment exhibits no density-in­
version effect. I t therefore appears tha t only through further 
experimentation can this controversy be clearly resolved. In 
this connection, it may be worthwhile to point out that in both 
Yen's work and tha t of Heitz and Westwater, a phase change 
occurred continuously during the course of measurements. The 
experimental conditions, therefore, can be described, at best, as 
pseudo-steady-state. In the future, it may be advisable to con­
duct measurements without this complication so that a true 
steady state can be realized. 
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Authors' Closure 

We appreciate the interest shown by Tien and Yen in our work 
and their discussion of our recent article. 

In our introduction we presented a brief and representative 
summary of previous contributions to the study of natural con­
vection in confined liquids. We acknowledge and are aware of 
toany valuable contributions in addition to those mentioned. 

The models of Davis [8] and Charlson and Sani [15] still appear 
'o be among the most rigorous thus far presented. The "theory" 
of Tien, Yen, and co-workers is not, in fact, theory, but rather is 
Mathematical modeling. The results of such modeling should 
lot be referred to as "theoretical." For example, the assumption 
'hat the density of water depends on temperature as a parabolic 
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function, symmetric about 4 deg C, is not a physical fact, al­
though it is very convenient mathematically. 

The article by Heitz and Westwater is the presentation of 
an experimental study in which multiple, independent means 
were used to detect critical Rayleigh numbers. The results, as 
indicated in the title of the article, were determined for L/D from 
0.5 to 8 and at no point were they extrapolated to an L/D of 0. 
We are confident of our results and have compared them with 
the results of other investigators (Fig. 13) to illustrate areas of 
agreement and areas of disagreement. 

I t is quite true that Tien did not include the parameter L/D 
in his work [17]; a basic assumption is that L/D = 0. I t was 
Tien, however, who chose to substantiate his work by comparing 
his results with experimental data, obtained by Boger and West-
water [14], for which L/D ranged up to 3. Our Fig. 15, "Com­
parison of new data with results of Tien," was included to illus­
t ra te that Tien's model does not appear to be valid for L/D > 0. 
The critical Rayleigh numbers, labeled "Tien model," were 
calculated using Tien's model and the data presented by Tien 
in [17, Table 1]. As mentioned in our paper, incorrect values 
of liquid depth d were used by Tien. Correct values were used 
in our Fig. 15. 

We are aware that Tien, Yen, and co-workers expressed the 
critical Rayleigh number in terms of the parameter A which is 
a function of the upper and lower boundary temperatures and 
the maximum-density temperature. Yen [16] also presented the 
empirical relationship 

Raci = 1.42 X 10* exp ( - 6 . 6 4 X 10"2 T„) 

where Ts is the temperature of the heated boundary. We do not 
feel that the critical Rayleigh number is correctly represented by 
the lower boundary temperature alone, or even by the parameter 
A alone. Our Fig. 14, "Effect of L/D on Raci; data of Yen," 
was plotted using the data of Yen [16, Table 1], and clearly 
shows that the critical Rayleigh number is a function of L/D as 
well as boundary temperatures, even as L/D -»• 0. Our Fig. 12 
further shows that the critical Rayleigh numbers are not a sole 
function of the heated boundary, but rather a function of tempera­
ture differences and L/D. 

Reasons for the disagreement between Yen's experimental 
data and the data of other investigators, Fig. 13, are not known 
at this time. We believe that all investigations were carried out 
with considerable care and agree with Tien and Yen that a pos­
sible explanation lies in the fact that data were obtained at pseudo 
steady state. In the region of interest, our critical Rayleigh 
numbers were obtained under conditions such that, in terms of 
interfacial motion, phase change could not be detected. During 
the final 30 min of approach to transition, Ra was also constant 
to within measuring accuracy. 

On the Rohsenow Pool-Boiling 
Correlation1 

W. M. Rohsenow.2 Frost and Li present new data for pool-
boiling of water at sub-atmospheric pressures (0.92-14.45 psia) 
and plot it on the correlating coordinates suggested in their 
reference [1] in 1951. At that time available Prandtl number 
data was wrong and led to an exponent on the Prandtl number 

1 By C. W. Frost and K. W. Li, published in the May, 1971, issue 
of the JotrBNAL OF HEAT TRANSFEB, TRANS. ASME, Series C, Vol. 
93, No. 2, pp. 232-234. 

2 Professor, Department of Mechanical Engineering, Massachu­
setts Institute of Technology, Cambridge, Mass. 
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Fig. 1 Comparison of the Rohsenow correlations 

of 1.7. This remains correct for all other fluids but for water 
it should be 1.0. 

The attached Fig. 1 is the authors' Fig. 6 with their data curves 
plotted on the same coordinates except the Pr1-' is changed to 
Pr10 in the abscissa. Agreement with the correlation is then 
excellent. The data is correlated by 

hf„ 
0.019 

(qJA. I goo- V 
\Mfg IffiPl - Pv)J 

Pr i 1 ( 

The coefficient 0.019 is valid for the surface used in these tests 
and has been found to depend on the cavity-size distribution in 
the solid surface. 

Authors' Closure 

The authors wish to thank Professor Rohsenow for his interest 
and suggestions for this paper. The authors also agree that with 
the exponent of Prandtl number equal to 1.0 the Rohsenow pool-
boiling equation would better correlate the data presented in this 
work. 

Heat Transfer Due to Combined Free 
and Forced Convection in a Horizontal 
and Isothermal Tube1 

D. R. Oliver.2 I t is good to see the results of natural convection 
heat transfer work carried out in a tube of low L/D (28.4). I 
feel that the authors are correct in asserting tha t the L/D term 
is of little importance. In one of our papers [15] subsequent to 
tha t quoted by the authors [2], the L/D term does not appear 
and the result is an equation rather similar to that quoted by 
Jackson, Spurlock, and Purdy [8]. I should like to have seen 
this equation tested by the type of plot shown in Fig. 3 (which 
greatly enlarges the "scatter" due to the use of Nu 3 rather than 
Nu as in Figs. 4, 5, and 6). 

The authors have utilised a wide range of experimental data 
in arriving at their final equation, which may be written as 

Nu (£)'" = 1.75(Gz + 0.12Gz0-8sGr<>-29PrO-32)o 

However, I am not too happy with the apparent importance of 
the Graetz number (power 0.88) in the natural convection term. 
All our work in tubes of high L/D showed natural convection 
effects dying away at high flow rates. I can understand the 
argument of Brown and Thomas that high mass flow rates should 
permit the natural convection driving forces to remain high, but 
would expect the power on Gz to be much lower than 1.33 or 
0.88. The inclusion of a function of Gz in the natural convec­
tion term also implies that no convective heat transfer will occur 
in the absence of forced flow. In fact this heat transfer will be 
quite large whilst significant temperature gradients remain 
within the liquid. 

There is general agreement over the omission of the L/D term, 
but a new problem has arisen regarding the relative importance 
of Gz on the one hand, and (Gr Pr) on the other, in the natural 
convection term. Recent reviews [16] have not focussed atten­
tion on this problem, but workers active in the field should regard 
it as worthy of further attention. The authors are to be compli­
mented on an interesting and stimulating paper. 

Additional References 

15 Oliver, D. R., and Jenson, V. G., Chem. Eng. Sci., Vol. 19, 
1964, p. 115. 

16 Porter, J. E., Trans. Inst. Chem. Engrs. (London), Vol. 49, 
No. 1, 1971. 

1 By C. A. Depew and S. E. August, published in the November, 
1971, issue of the JOURNAL op HEAT TRANSFER, TRANS. ASME, 
Series C, Vol. 93, No. 4, pp. 380-390. 

2 Senior Lecturer in Chemical Engineering, The University of 
Birmingham, Birmingham, England. 

3 Numbers in brackets designate References in the article under 
discussion as well as Additional References at end of discussion. 
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